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Abstract—Domain adaptation solves image classification prob-
lems in the target domain by taking advantage of the labelled
source data and unlabelled target data. Usually, the source
and target domains share the same set of classes. As a special
case, Open-Set Domain Adaptation (OSDA) assumes there exist
additional classes in the target domain but are not present in the
source domain. To solve such a domain adaptation problem, our
proposed method learns discriminative common subspaces for
the source and target domains using a novel Open-Set Locality
Preserving Projection (OSLPP) algorithm. The source and target
domain data are aligned in the learned common spaces class-
wise. To handle the open-set classification problem, our method
progressively selects target samples to be pseudo-labelled as
known classes, rejects the outliers if they are detected as unknown
classes, and leaves the remaining target samples as uncertain.
The common subspace learning algorithm OSLPP simultaneously
aligns the labelled source data and pseudo-labelled target data
from known classes and pushes the rejected target data away
from the known classes. The common subspace learning and the
pseudo-labelled sample selection/rejection facilitate each other
in an iterative learning framework and achieve state-of-the-art
performance on four benchmark datasets Office-31, Office-Home,
VisDA17 and Syn2Real-O with the average HOS of 87.6%,
67.0%, 76.1% and 65.6% respectively.

Impact Statement—Traditional supervised machine learning
methods require a large amount of labelled data for model
training. In many real-world applications, however, collecting
and labelling sufficient data is laborious and even impossible.
One way to solve this problem is domain adaptation which
solves problems (e.g., image classification) in the target domain
by taking advantage of the labelled data in a different but
related domain (i.e. source domain). This paper aims to address
the open-set domain adaptation problem in image classification.
Our proposed approach relies on deep features and a feature
transformation method so that it can not only achieve state-of-
the-art performance on benchmark datasets but also is more
practically useful due to its low training cost. Although we
demonstrate the effectiveness of our proposed approach in the
image classification tasks, we have found it also applicable in
many other domains such as drug discovery and computational
biology. We believe this work will benefit the broad community
of Al in a variety of applications.

Index Terms—Open-set domain adaptation, Pseudo-labelling,
Locality preserving projection
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NE key to modern learning systems is the access to

large-scale high-quality training data. Collecting and
annotating a large amount of data for model training can be
difficult and costly in some particular domains [1], [2], [3].
Given a target domain where the labelled training data are
limited, one may promote the learning by exploiting annotated
data from a source domain where annotated data are easier
to access. For instance, object recognition from photos taken
at night as a target domain task can be better addressed
by exploiting more easily accessible photos taken in the
daytime (i.e. source domain). However, the data distribution
shift between the source and the target domains degrades
the traditional transfer learning performance. To address the
domain shift problem, domain adaptation techniques have been
extensively studied in recent years. In particular, effective
approaches have been proposed to solve the closed set domain
adaptation problems in which the source and target domain
share the same set of classes [4]], [5], [6], [7]. In many real-
world applications, however, we may only have interest in
a subset of the classes in the target domain and ignore the
rest of them. In other cases, the annotated data in the source
domain may not necessarily cover all classes in the target
domain. Arising from such realistic scenarios, the open-set
domain adaptation (OSDA) problem aiming to recognize the
target-domain samples as one of the known classes (i.e. shared
classes between the source and target domains) or the unified
unknown class, has attracted much attention [8]], [9]], [LLO]], [[L1],
[12], [13], [14], [15].

Typical closed-set domain adaptation methods suffer from
the negative transfer issue [16] when directly applied to
the OSDA problems. Specifically, most closed-set domain
adaptation methods take advantage of the prior knowledge that
the source and target domain share the same set of classes
and conditional distributions can be well aligned. With the
existence of unknown classes in the target domain for OSDA,
data belonging to these unknown classes will be mistakenly
aligned with some known classes in the source domain. Many
existing OSDA methods attempt to solve this problem by
treating the unknown classes as a unified one and learning a
classifier for C+1 classes [9], [L3]], [12], [LO]. Such a learning
objective forces different unknown classes to behave similarly
(e.g., clustered compactly in the hidden representation space),
increasing the difficulty of learning a performant classifier.
We believe that such a learning object is not necessary for
an OSDA problem which aims to discriminate each known
class from the rest. In contrast, we solve the OSDA problem
by learning a common subspace where known classes are
separated from each other as well as all the unknown classes



whilst the unknown classes are not necessarily compactly
clustered.
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Fig. 1. An illustration of the motivations of our proposed approach (marker
shapes represent different classes; known classes and unknown classes are
represented by the blue and grey colours respectively; the arrows represent
the explicitly optimized objectives during subspace learning). (a) Existing
approaches tend to push all the unknown classes together when learning the
(C+1)—class classifier; (b) we relax the constraint by only pushing the known
classes together and the remaining unknown classes will be relatively far away
from these known class clusters.

To learn such a favourable common subspace from two
domains, our proposed framework has two essential algo-
rithms: (1) the algorithm of progressively selecting and re-
jecting pseudo-labelled samples for unknown classes aware
discriminative learning and (2) the domain adaptation algo-
rithm OSLPP (Open-Set Locality Preserving Projection), our
modified version of LPP [17] for domain aligned common
subspace learning. These two algorithms facilitate each other
during favourable subspace learning for optimal open-set do-
main adaptation.

The first algorithm is adapted from a typical UDA approach
[16] by adding an unknown class sample rejection process
in each iteration. Specifically, in [16], the target domain data
are pseudo-labelled as the known classes and progressively
selected as supervision for the domain adaptation process.
In our proposed method, to enable unknown classes aware
discriminative learning, we additionally reject some pseudo-
labelled target samples as unknown classes if these samples
are far away from all the known classes so that the unknown
classes can be considered during common subspace learning
using OSLPP. The remaining target samples are treated as un-
certain and hence will not contribute to the domain alignment.
It is important to select and reject the pseudo-labelled samples
progressively so that the negative effect caused by incorrect
pseudo-labelling can be mitigated. To make the most of the
pseudo-labelled target samples, the numbers of selected and
rejected target samples are monotonically increasing until no
samples are remaining uncertain.

The second algorithm aims at aligning the source and target
domains in a learned common subspace in which the source
and target data from the known classes are aligned class-wise
whilst the target domain data pseudo-labelled as unknown
classes are pushed away from the known classes. Inherited
from the original LPP algorithm, the OSLPP has the capability
of local structure preserving which is important for model
generalization from the source domain to the target domain.
Different from the original LPP, OSLPP is a supervised

learning algorithm taking advantage of the labelled source data
and the pseudo-labelled target data. OSLPP also differs from
the supervised LPP used in [16] by taking into consideration
the estimated unknown classes when learning the projection.
In addition, the relatively loose constraints of the OSLPP
algorithm allow the unknown classes distributed in a spacious
region while separated from known classes. The OSLPP-
based subspace learning and pseudo-labelling are conducted
alternately and repeated for a fixed number of iterations. These
two algorithms facilitate each other iteratively and the two
domains are well aligned in the learned subspace where the
recognition performance of target domain data is enhanced.

The contributions of this work can be summarized as
follows:

¢ A novel framework is proposed for open set domain
adaptation by learning a common subspace from both
source and target domains using OSLPP, a novel algo-
rithm aiming at aligning data from known classes and
pushing away data from unknown classes.

« An algorithm of progressively selecting and rejecting
pseudo-labelled target domain data is proposed to facili-
tate the domain adaptation algorithm.

o Experiments are conducted on four commonly used
datasets  Office-31, Office-Home, VisDA17 and
Syn2Real-O. The experimental results demonstrate
our proposed method can achieve or outperform
state-of-the-art performance.

« We empirically demonstrate that hyper-parameter values
can trade off the accuracy of classifying known classes
and the accuracy of detecting unknown classes in real-
world OSDA problems.

II. RELATED WORK

In this section, we review existing related work in domain
adaptation (including closed-set domain adaptation, partial
domain adaptation and universal domain adaptation), open-set
recognition and open-set domain adaptation.

A. Domain Adaptation

Domain adaptation is a general technique being used to
address various research problems. From the perspective of
tasks, it can be applied to image classification [18]], [10],
object detection [[19]], image segmentation [20], person re-
identification [21]], [22], etc. From the perspective of super-
vision in the farget domain, it can be categorized into un-
supervised, semi-supervised or supervised domain adaptation
although most existing works including ours focus on the
unsupervised setting. From the perspective of label space
overlapping between two domains, it has been formulated
into closed-set domain adaptation where the label spaces are
equivalent between two domains, partial domain adaption
(PDA) where the source domain contains extra classes [23]],
[241, [25], OSDA which is our focus in this work and universal
domain adaptation where a versatile approach is expected to
solve the problem without knowing it is a closed-set, open-set
or partial domain adaptation problem [26], [27], [28], [29],
[301], [29], [31].
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Focusing on the image classification tasks, the OSDA
problem we attempt to address is unsupervised in the sense
that there is no labelled target data. Our work is inspired
by the unsupervised domain adaptation method proposed in
[16]. Using a similar iterative learning framework, our method
is dedicated to OSDA problems by detecting the unknown
classes in the target domain and exploiting them to facilitate
the common subspace learning for domain adaptation.

B. Open-Set Domain Adaptation

Existing OSDA methods borrow the successful ideas from
unsupervised domain adaptation approaches and adapt them
for OSDA by handling the unknown target samples in specific
ways. These methods are distinct from each other in how
the unknown target samples are detected and utilized. Saito
et al. [8] learn a classifier to classify target samples into
C + 1 classes (C known classes and 1 unknown class) and
use such pseudo-labels to construct the loss function for
classifier training. Pan et al. [32] try to explore the structure
of the target data by Self-Ensembling with Category-agnostic
Clusters (SE-CC) to improve the recognition of unknown
classes in the target domain. Liu et al. [9] take one step
further by progressive adaptation with selected pseudo-labelled
samples in the target domain. As this progressive learning
algorithm has been proven effective for domain adaptation
[L6], our work adopts a similar progressive learning algorithm
but utilizes novel strategies for data selection/rejection and
OSLPP for domain alignment. Following the same direction,
Fang et al. [12] use the samples classified as the unknown
classes in the so-called open set difference loss term to enhance
the ability to recognize the unknown classes of the learned
classifier. However, this method introduces too many hyper-
parameters making it difficult to use in practice.

Most aforementioned methods have coupled unknown class
detection and domain adaptation modules, however, exceptions
exist that address the OSDA problem in two stages [10], [33].
In the first stage of [10], a classifier for separating known
and unknown classes is learned using rotation-based self-
supervised learning. In the second stage, the source samples
together with the detected known target samples are combined
to train a classifier to classify target samples into either one of
the known classes or the unknown class. The limitation of this
method is that the two stages are trained sequentially, hence
the performance of the second stage relies on the accuracy
of known-unknown class separability in the first stage and
may lead to a sub-optimal solution. Kundu et al. [33] aim
at solving OSDA in a special scenario where source data are
separated from the target data. Instead of training a model
using the combination of source and target domain data, an
inheritable model is first trained with the source data and
subsequently adapted for the target data. The unknown classes
are recognized by measuring the instance-level inheritabil-
ity. In addition, the samples confidently pseudo-labelled as
unknown classes are used as target-domain supervision. Our
work follows a similar idea of selecting the most confident
pseudo-labels as supervision information from the target do-
main and such information is expected to better cluster the

TABLE I

NOMENCLATURE.
Symbol Meaning
DS, D the source, target dataset
xi, x! the feature vector of i-th source, target sample
N, Ny the number of source, target samples
YS, Y, Yurnk | the label space of source, target, unknown data set
w the adjacency matrix for LPP
P the learned projection matrix by LPP
2%, 7 the projections of source, target samples

known classes and discriminate unknown classes far away
from the known classes. The difference lies in that we use
a novel manifold learning method OSLPP as opposed to the
neural networks employed in [33]] and achieve superior or
comparable performance.

III. PROBLEM FORMULATION

Suppose we have a labelled data set D* = {(x},y{)},i =
1,2, ...,ns from the source domain S, xf € R represents the
feature vector of i-th labelled sample in the source domain,
dy is the feature dimension and yi € Y* denotes the corre-
sponding label. OSDA aims at classifying an unlabelled data
set D' = {x!},i =1,2,...,n, from the target domain 7, where
xi e R represents the feature vector in the target domain. The
target label space Y’ is a union of the source label space Y*
and an unknown label space Y (i.e. Y = Y'\Y* # 0).
The classes shared by the source and target domains are
known classes whilst the rest of the target classes are unknown
classes (Y*"**). Samples from the target domain are expected
to be classified as one of the known classes or the unified
unknown class. It is assumed that both the labelled source
domain data D* and the unlabelled target domain data D’
are available during model training. To clarify, we will use
the terms “select” and “reject" to represent the actions of
confidently classifying/pseudo-labelling a target sample into
a known class or the unknown class, respectively. The rest
target samples which are neither “selected" nor “rejected" are
denoted as “uncertain”.

IV. METHOD

We introduce our proposed approach to the OSDA prob-
lems in this section. The framework of the approach is first
described and illustrated in Figure2] The original version of
the LPP algorithm is briefly described to make the paper
self-contained. Subsequently, we give the details of two key
algorithms in the framework: OSLPP and pseudo-label selec-
tion and rejection. Finally, the algorithm is summarized in
Algorithm [T]

A. Overview

Our approach to OSDA is inspired by the existing ap-
proaches to unsupervised domain adaptation [34], [5], [16]
and uses a similar iterative learning framework. The goal is to
learn a common subspace based on the labelled source samples
(c.f. Fig[Zh) and pseudo-labelled target samples (c.f. Fig[2b)



Fig. 2.

An illustration of our proposed approach to OSDA. The blue and red colours are used to represent the source and target domains, respectively;

different shaped markers represent different classes; the black markers are the class means; the hollow red markers are unlabelled target samples which are
filled in with the red colour if selected as known classes and filled in with the grey colour if rejected as unknown classes. (a) A supervised LPP is applied
to the labelled source data to pull the source samples from the same class closer to each other. (b) In the subspace learned by (a), class means are computed
and used to selectively assign pseudo-labels to the target samples; on the other hand, target samples far away from all class means are rejected as unknown
classes. (c) Our proposed OSLPP is applied to the labelled source samples, selected pseudo-labelled target samples and rejected target samples so that the
samples from the same class regardless of their domains are pulled close to each other whilst those rejected as unknown classes are pushed away from the
known classes. (d) In the subspace learned by (c), class means are computed and used to selectively assign pseudo-labels to the known classes; the target
samples are rejected if their nearest neighbour is already rejected. Steps (c) and (d) are repeated for 7' times.

so that the source and target domains can be well aligned in
the learned subspace and the target samples can be recognized
by a simple nearest neighbour method (c.f. Fig[2k). It has been
proved that selective pseudo-labelling performs better than the
methods considering all the pseudo-labelled target samples
without the selection [16]]. The subspace learning procedure
and the selective pseudo-labelling facilitate each other during
the learning. Distinct from existing works, we propose a new
subspace learning method OSLPP, an extension of LPP to the
OSDA problems, and a novel selection-rejection algorithm to
allow the OSLPP to learn a better subspace where known
classes are aligned and unknown classes are pushed away (c.f.

Fig2).

B. Locality Preserving Projection

To make the paper self-contained, we briefly describe the
original LPP algorithm [17] based on which we propose
our OSLPP in the next subsection. LPP aims at learning a
favourable low-dimensional subspace where the local struc-
tures of data in the original feature space can be well pre-
served. To reduce the computational complexity, an unsuper-
vised dimensionality reduction algorithm PCA [35] is first
applied to the features. Suppose x; € R% and x i€ R% are
two data points in the PCA-reduced feature space, LPP aims
at learning a projection matrix P € R%*? (d << dy) so that
data points close to each other in the original space will still
be close in the projected subspace. The objective of LPP [17],
[16] can be formulated as:

. T T . |12
mI}nZHP x; — P x;|[;W;, (1)
i,
where W is the similarity matrix of the graph constructed
by all the data points. According to [17], the edges of the
graph can be created by either e—neighbourhoods or k-nearest
neighbours. The edge weights can be determined by the heat

lxi=x;

kernel W;; = e 7 or the simple binary assignment
(i.e. all edges have the weights of 1). Note that LPP is an
unsupervised learning method without the need for labelling
information. In the following subsection, we will describe how

to extend the LPP algorithm to solve the OSDA problems
where there exist unknown classes in the target domain.

C. Open-Set LPP

Open set LPP aims at exploring the structural informa-
tion underlying the labelled source data and the pseudo-
labelled target data including those pseudo-labelled as known
classes and unknown classes. We denote the combined la-
belled source and pseudo-labelled target samples as X =
{x7, ...,xis,xi, ...,x;t} € R4ox(ns+is) \where f, is the number
of pseudo-labelled target samples. To simplify the notation,
we omit the superscript and assign the subscripts from 1 to
ng + iy for the combined source and target samples, then the
objective becomes the same as (I)) but with a different way of
constructing the similarity matrix W e R(s*)x(ns+7:) .

1, Yi=Yj

Wi _{ 0, othervjvise. 2)
where y; denotes either the ground-truth label of x® from
the source domain, or the pseudo-label of x’ from the target
domain. It is noteworthy that the pseudo-labels in can
be one of the known classes or the unified unknown class.
Before the last iteration when all target samples are confidently
recognised, only the confidently selected or rejected samples
will be considered in (2) and the rest of the target samples will
be treated as uncertain samples and have 0 similarity with all
the other samples.

By optimising the objective (I) with the similarity matrix
defined as (2)), the samples labelled or pseudo-labelled as
the same class will be projected to be close to each other
regardless of which domain they are from. The samples from
different classes will be implicitly separated in the learned
subspace. Target samples rejected as unknown classes are
treated as one unified class and hence will be pushed far
away from all known classes implicitly. Adding terms to the
objective explicitly pushing the rejected samples far away from
known classes does not make a difference in our empirical
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study, e.g.,

min > (|[P"x; = P"x;|5W; — [1PTx; = PTx;|5H;). (3)
i,
where the element H;; = 1 if x; and x; are from known and
unknown classes, respectively and H;; = 0 otherwise. This
variation will not be further discussed in this paper.
According to [17], optimising the objective (1} is equivalent
to solving the generalised eigenvalue problem:

XDX” p = A(XLXT +1)p, 4)

where L = D—W is the laplacian matrix, D is a diagonal matrix
with D;; = Zj W;; and the regularization term tr(PTP) is
added for penalizing extreme values in the projection matrix P.
Solving the generalized eigenvalue problem gives the optimal
solution P = [p1, ..., pg] where p1, ..., pg are the eigenvectors
corresponding to the largest d eigenvalues.

In summary, the key of OSLPP is to treat the target samples
differently when constructing the similarity matrix W based
on whether they are selected, rejected or uncertain. In the
following subsection, we will describe how to make such
decisions for the target samples.

D. Pseudo-Labelled Sample Selection and Rejection

Once the projection matrix P is learned, all the samples can
be projected into the common subspace by:

/t :PTxS/t (5)

To enhance the separability of different classes, we apply zero-
mean centering and /2 normalization to each projection z so
that it will be distributed on the surface of the unit hyper-
sphere. The pseudo labelling can be done in the subspace
by the Nearest Class Mean (NCM) method [16]. Alterna-
tively, one can train a parametric model (e.g., Support Vector
Machines, Neural Networks, etc.) for pseudo-labelling. Our
choice of NCM is inspired by its simplicity and effectiveness
validated in prior works [[16l], [36l], [23]]. The class means are
computed over all the labelled source samples and selected
pseudo-labelled target samples:

nc+nc(2z +Zz) ©6)

i =C

and the pseudo label for a given target sample x’ can be
predicted as:
9" = argmin dist(z',Z.) 7
c

with the probability:

e—dist(z',z_c)

=Y i@ ®

See ist(z'.Zc)
where dist(a,b) is the Euclidean distance between a and b.

In the k-th (k =0, 1,...,T) iteration of learning, we select
the top (k+1)/T of the target samples pseudo-labelled as c—th
class for each class ¢ = 1,2, ...,|C|. These selected samples
together with their corresponding pseudo-labels will be used
in the next iteration of subspace learning. To reject target
samples as unknown classes, we use the 1-Nearest-Neighbour

Algorithm 1. Open-Set LPP.

Input: Labelled source data set D° =
1,2,...,ng and unlabelled target data set D' = {x!},i =
1,2,...,n,, dimensionality of the subspace d, number of
iteration 7, number of initial rejected target samples 7,..

Output: The projection matrix P and predicted labels {§*}
for target samples.

1: Initialize k = 0;

2: Learn the projection Py using only source data D*;

3: Assign pseudo labels for all target data using Eq. (7{8);

4: Initialize n, rejected samples of the lowest pseudo-
labelling probabilities;

while k£ < T do

ke—k+1;
7. Select a subset of pseudo-labelled target data Sy C D;

{(x}.yDhi =

AN

8:  Reject samples using 1-Nearest-Neighbour and enrich
the subset of rejected samples Ry C D’;

9:  Learn Py using D, Sy and Ry;

10:  Update pseudo labels for all target data using Eq.(7).

11: end while

algorithm. Any target sample will be rejected if its nearest
neighbour (excluding the samples neither selected nor rejected)
in the subspace is a rejected sample. In the first iteration of
learning, n, seed samples are rejected if their pseudo-labelling
probabilities are top n, lowest, where n, is a hyper-parameter.
The set of rejected samples will be enriched in each iteration
without replacement. As a result, the value of n, will be hyper-
parameter trading off the accuracy of known classes and the
unified unknown class.

Specifically, in the first iteration (i.e. k = 0), the projection
matrix P is learned with source data only. Subsequently, 1/T
of the target samples are selected for the second iteration. In
the second last iteration (i.e. k = T — 1), all target samples
will be selected or rejected for the learning of P in the
final iteration. In the final iteration, we will get our final
results without the need to select or reject. We summarize
the proposed approach in Algorithm [T}

E. Computational Complexity

The complexity of PCA is O(don*+dj). The complexity of
OSLPP is O(2n%dpca + dPCA) which is repeated for T times
and leads to approximately O(T(2n’dpca + d> pca))- In our
experiments, we use a laptop with an Intel Core i5-7300HQ
CPU and 32G memory RAM. Running 6 tasks of the Office31
dataset takes approximately 14 seconds and running 12 tasks
of the Office-Home dataset takes approximately 10 minutes.
For the VisDA17 and Syn2Real-O datasets, due to the large
number of samples, it takes approximately 21 minutes to finish
1 task. This is much more efficient than the methods requiring
the end-to-end training of a deep model which usually takes
hours on a GPU.

Regarding memory usage, when the number of samples n =
ng + n, is much greater than the dimensionality, the memory
complexity is O(n?). As a result, our method has the limitation



of scaling up to extremely large datasets (e.g., n > 100, 000)
for which the neural networks-based approaches can be better
choices.

V. EXPERIMENTS AND RESULTS

In this section, we demonstrate the experiments and re-
sults for validating the effectiveness of the proposed method.
Specifically, we introduce the datasets, experimental settings,
evaluation metrics and experimental results.

A. Datasets

Four commonly used datasets for OSDA were employed in
our experiments: Office-31 and Office-Home. Office31 [37]]
consists of three domains: Amazon (A), Webcam (W) and
DSLR (D). There are 31 common classes for all three domains
containing 4,110 images in total. Following the open set
protocol employed in [8]], [LO], we use the first 10 classes in
alphabetic order as the shared known classes in both source
and target domains and the last 11 classes as the unknown
classes in the target domain. Image features are extracted
by the ResNet50 [38] model pre-trained on ImageNet [39]
without fine-tuning on the Office31 dataset. Office-Home [40]]
consists of four different domains: Artistic images (Ar), Clipart
(Cl), Product images (Pr) and Real-World images (Rw). There
are 65 object classes in each domain with a total number of
15,588 images. We follow [[10] and use images from the first
25 classes in alphabetical order as the shared known classes
in both domains and images from the remaining 40 classes
as unknown classes in the target domain. Image features are
extracted by the ResNet50 [38]] model pre-trained on ImageNet
[39] without fine-tuning on the Office-Home dataset. VisDA17
[41] contains 12 categories in two domains. The Synthetic
domain consists of 152,397 synthetic images from the train
set and the Real domain contains 55,388 real-world images
from the validation set. We follow the setting in [8]] using 6
categories as the known classes and the remaining 6 categories
as the unknown classes. Syn2Real-O [42] (or VisDAI18) is
constructed from the VisDA17 and significantly increases the
openness to 0.9 by adding additional unknown samples in the
target domain. Following the official setting, the source domain
contains 12 known categories from the train set and the target
domain contains 12 known categories plus additional unknown
data from the validation set.

B. Implementation details

We implement the proposed method in MATLAB R2020b
We extract deep features from the penultimate layer of the pre-
trained models without fine-tuning them on the source data.
The 2048-dimensional ResNet50 features or 4096-dimensional
VGG16 features are first /2 normalised [16] and the dimen-
sionality is reduced by PCA[33]] to 16, 512, 64 and 256 for
Office31, Office-Home, VisDA17 and Syn2Real-O datasets,
respectively. Applying PCA to the original high-dimensional
deep features not only can reduce the computation cost of
OSLPP, but also benefit the performance of our experiments.

ICode is available from https:/github.com/hellowanggian/oslpp

The dimensionality d of the learned subspace is set as 16, 128,
64 and 256 respectively. The number of iterations is set to 10
for all datasets. The number of initially rejected samples 7, is
set to 140, 1200, 200 and 14,000 respectively. The sensitivity
of our method to these hyper-parameters will be discussed
later in this section. To be noted, we only use 10% of the
source samples for the VisDA17 and Syn2Real-O datasets to
reduce memory usage by our algorithm. The final results are
the average over 10 trials of experiments in which each trial
uses 10% evenly sampled source samples and all the target
samples.

C. Evaluation metrics

There exist several evaluation metrics for evaluating OSDA
approaches [10]. OS is the mean per-class accuracy over
all target domain images from known classes and unknown
classes as one unified class. To measure the capabilities of
recognizing the known and unknown classes, we use the
metrics OS* which is the mean per-class accuracy over the
shared known classes and UNK which is the accuracy of
images from the unknown classes (as one unified class).

|Cs‘1 i A .
g 1 Z+ |x:x€1)t/\y(.x)=z| ©)
ICsl+1 & lx : x € D

1Cs | i Ao .
1 ix € D) A =
os = Ly ixeDini =] (10)
ICs| Ix : x € DI
: x € DI A §(x) = unk
g KT EDIE AW =kl

|x : x € DUnk|

where |Cy| is the number of source domain classes (i.e. the
number of shared known classes) in the class space Cg, Z)ti
denotes the data set of i-th class in the target domain and $(x)
is the predicted label of data sample x.

OS is a combination of OS* and UNK as OS = |é?‘+|1 X
0S* + —— x UNK, however, as pointed out in [10]], OS

[Cs+1 .
can be dominated by the accuracy of known classes since

the unknown classes are treated as one unified class. One
effective evaluation metric properly balancing the recognition
performance for known and unknown classes is the harmonic
mean of OS* and UNK:

2Xx0S8* x UNK

H =
oS 0S*+UNK

12)
In most of our experiments, we report OS*, UNK and HOS
for individual domain adaptation tasks as well as the average
performance over all possible tasks for a dataset. In the
ablation study, we report one extra evaluation metric ALL
which is the instance-wise accuracy of all target samples.

|Cs|+1

ALL = 2 Ix:x € DIAF(x) =i

Csl+1 . j
1S ks x € D]

13)
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INDICATES ALEXNET WAS USED).

TABLE II
OPEN-SET CLASSIFICATION RESULTS (%) ON OFFICE31 DATASET USING EITHER RESNET50 FEATURES OR RESNET50 BASED DEEP MODELS (f

A—D A-W D—A D-W W—oA W—-D Average
Method OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS
STA 1ax 19] 91.0 639 750 | 867 67.6 759 | 831 659 732 | 941 555 698 | 662 68.0 66.1 | 849 678 752 | 843 648 726
OSBP [8] 90.5 755 824 | 868 792 8.7 |76.1 723 751 |97.7 967 972 | 73.0 744 737 | 99.1 842 91.1 | 872 804 837
UAN [26 95.6 244 389 | 955 310 468 | 935 534 68.0 | 99.8 525 688 | 941 388 549 | 815 414 53.0 | 934 403 551
SE-CCt [32] 84.0 46.6 599 | 842 644 730|903 122 215 | 966 559 70.8 | 859 50.7 63.8 | 99.1 738 84.6 | 90.0 50.6 623
ROS [10] 875 778 824 | 884 767 821 | 748 812 779 | 993 930 96.0 | 69.7 86.6 772 | 1000 994 99.7 | 86.6 858 859
OSLPP (Ours) | 92.6 904 915 | 89.6 888 89.0 | 822 77.1 793 | 969 884 923 | 79.0 793 787 | 958 915 93.6 | 893 859 87.6
TABLE III

OPEN-SET CLASSIFICATION RESULTS (%) ON OFFICE-HOME DATASET USING EITHER RESNET50 FEATURES OR RESNET50 BASED DEEP MODELS.

Ar—Cl Ar—Pr Ar—Rw Cl->Ar Cl—Pr Cl->Rw
Method OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS
STA nax 9] 460 723 558 | 68.0 484 540 | 786 604 683 | 514 650 574 |61.8 59.1 604 | 67.0 66.7 66.8
OSBP [8] 502 61.1 551 | 71.8 59.8 652 | 793 675 729 |594 703 643 | 67.0 627 647 | 720 692 70.6
UAN [26] 624 0.0 00 | 81.1 0.0 00 | 8.2 0.1 02 | 705 00 00 | 740 0.1 02 | 80.6 0.1 0.2
ROS [10] 506 741 60.1 | 684 703 693 | 758 772 76,5 | 53.6 655 589 |598 71.6 652 | 653 722 68.6
DAOD [12] 726 51.8 605 | 553 579 566 | 782 626 695 | 59.1 61.7 604 | 708 526 604 | 77.8 57.0 658
PGL [11] 633 19.1 293 | 789 321 456 | 87.7 409 558 |89 53 100 | 739 245 368 | 702 338 45.6
OSLPP (Ours) | 559 67.1 61.0 | 725 73.1 728 | 80.1 694 743 | 496 790 609 |61.6 733 669 | 672 739 704

Pr—Ar Pr—Cl Pr—Rw Rw—Ar Rw—Cl Rw—Pr Average
Method OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS
STAmax 191 542 724 619 | 442 67.1 532 | 762 643 695 | 675 667 67.1 | 499 61.1 545|771 554 645 | 618 633 611
OSBP [8] 59.1 68.1 632 | 445 663 532|762 717 739 |66.1 673 667 | 480 63.0 545|763 686 723|641 663 647
UAN [26] 737 0.0 0.0 | 59.1 0.0 00 | 8.0 0.1 02 | 775 0.1 02 | 662 0.0 0.0 | 8.0 0.1 0.1 | 752 0.0 0.1
ROS [10] 573 643 606 | 465 712 563 | 708 784 744 | 670 708 688 |515 730 604 | 720 800 757 |61.6 724 662
DAOD [12] 713 505 59.1 | 584 428 494 | 81.8 506 625 | 66.7 433 525 | 60.0 366 455 | 84.1 347 49.1 | 69.6 502 57.6
PGL [11] 737 347 472 | 592 384 466 | 848 276 416 | 815 6.1 114 | 688 0.0 0.0 | 84.8 380 525|761 250 352
OSLPP (Ours) | 546 762 63.6 | 53.1 67.1 593 | 770 712 740 | 608 750 672 | 544 643 590 | 784 708 744 | 638 71.7 670

TABLE IV

OPEN-SET CLASSIFICATION RESULTS (%) ON THE VISDA17 DATASET
USING VGG16 AND THE SYN2REAL-O DATASET USING RESNET50.

VisDA17 Syn2Real-O

Method OS* UNK OS HOS | 0OS* UNK OS HOS
DANN [43]+OSVM | 57.8 419 555 48.6 | 474 33.6 463 393
OSBP [8] 592 851 629 698 | 477 793 50.1 589
STA [9] 639 841 668 726|522 59.1 527 554
InheritTune [33] 647 88.5 68.1 74.8 - - - -

PGL [11] 828 68.6 807 750 | 66.8 49.6 655 569
OSLPP (Ours) 68.6 882 714 761 | 61.7 700 624 65.6

D. Comparison with state of the art

The proposed method OSLPP is compared against re-
cent state-of-the-art approaches to OSDA problems. The ap-
proaches we compare against include STA [9], OSBP [&],
UAN [26]], ROS [10], DAOD [12] and PGL [11]]. We do
not compare with [44], [33] and [32] since they either use
a different experimental protocol or different deep features in
their experiments and make it difficult for a direct comparison
with those considered in our work.

To make a fair and reliable comparison, we report the results
of state-of-the-art methods reproduced by [[10] for STA, OSBP,
UAN and ROS. For DAOD and PGL, the metrics UNK and
HOS are calculated by Egs. based on the reported OS
and OS* values in their original papers.

As we can see in Table[[]} our proposed method achieves the
best average HOS of 87.6% followed by 85.9% by [10]] and
83.7% by [8]. Among the six adaptation tasks, our method
performs the best in terms of HOS on four of them. The
other methods usually perform well in recognising the known

classes (high OS*) but are bad at recognising the unknown
classes (low UNK). This is partially due to the bias caused
by only considering the evaluation metrics of OS and OS*. A
high OS* along with a low UNK means the method mistakenly
classifies a large number of samples from unknown classes as
one of the known classes. This caveat cannot be disclosed
when using only OS* and OS as the evaluation metrics.

On the more challenging Office-Home dataset, as shown in
Table [I1I} our method achieves the best or the second best HOS
on all 12 tasks and the best average HOS of 67.0% followed
by 66.2% by [10] and 64.7% by [8]]. The experimental results
on both datasets are consistent in that methods achieving high
OS* do not necessarily perform well in practice since they may
make too many mistakes on the target samples from unknown
classes as we can see from the results of UAN [26] and PGL
[L1].

On the VisDA17 and Syn2Real-O datasets, our method also
achieves the best performance in terms of HOS as shown in
Table PGL [11]] performs the best in recognising known
classes but suffers a lower UNK. This drawback becomes
obvious when the openness is high as in the Syn2Real-O
dataset for which the overall recognition accuracy of PGL is
51.5% [I11] whilst our method achieves 69.4%.

E. Comparison with universal domain adaptation approaches

We compare our method with universal domain adaptation
approaches on the open-set domain adaptation setting. The
universal domain adaptation approaches are usually more
powerful with more complex modules designed and integrated.
The results of HOS on three datasets are shown in Table



TABLE V
COMPARISON WITH SOTA UNIVERSAL DOMAIN ADAPTATION

APPROACHES.
Method Office31 OfficcHome VisDA17 | Average
DCC [29] 72.6 61.7 59.6 64.6
DANCE [27] 79.8 63.0 67.5 70.1
OvaNet [30] 91.7 64.0 66.1 73.9
GATE [45] 89.5 69.1 70.8 76.5
OSLPP(Ours) 87.6 67.0 76.1 76.9

from which we can see our proposed OSLPP can achieve
comparable or superior performance to most universal domain
adaptation approaches. Although none of the investigated
methods including ours performs the best on all three datasets,
our proposed method achieves the best average performance
with on HOS of 76.9%. In addition, our approach is more
computationally efficient as it works on top of deep features in
contrast to GATE [45]] and OvaNet [30] both of which involve
training a deep CNN model.

F. Effect of Hyper-Parameters

We investigate the effect of four hyper-parameters in
our method: the dimensionality of the PCA subspace
dpca, the dimensionality of the OSLPP subspace d, the
number of initially rejected samples n, and the number
of iterations 7. To these ends, we set the investigated
hyper-parameter to the values within a pre-defined set
and the others fixed as the default in our experiments.
The experiments are conducted on the Office31 and
Office-Home datasets. The investigated values for four hyper-
parameters are dpca € {1024,512,256,128,64,32,16,8},
d € {512,256, 128, 64, 32, 16, 8}, ny €
{40, 60, 80, 100, 120, 140, 160, 180,200,220} (x10 for the
Office-Home dataset since this dataset contains much more
samples) and T € {6, 8, 10, 12, 14, 16, 18, 20}, respectively.

The results are shown in Figure ] We report the average
OS*, UNK and HOS for each experiment. The optimal number
of PCA dimensionality for Office31 is 16 and a smaller or
greater value will lead to a slight performance drop for both
OS* and UNK. This result means the ResNet50 features are
discriminative enough to separate 10 shared known classes in
this simple dataset so that the unsupervised PCA can extract
the most useful information in the first 16 principal compo-
nents whilst more dimensions hurt the performance slightly.
Similarly, the optimal dimensionality of OSLPP subspace is
16 for Office31 and more dimensions lead to slightly worse
performance. For the more challenging Office-Home dataset
with 25 shared known classes and 40 unknown classes, the
average HOS is less sensitive to the subspace dimensionality
and optimal average HOS can be achieved within a large
range of values for dpca (i.e. 32-1024) and d (i.e. 32-512).
In addition, the values of dpca and d also affect the trade-
off between the OS* and UNK although their harmonic mean
HOS is marginally affected.

The effects of n, and T are more understandable and
consistent on the two datasets. On one hand, the performance
of our method in terms of HOS is not sensitive to these two

hyper-parameters given that the optimal HOS can be achieved
with a large range of values for n, (i.e. 40-180 for Office31
and 400-1800 for Office-Home) and T (i.e. 8-20). On the other
hand, both the n,, and T control the trade-off between the
recognition accuracy of known classes OS* and the accuracy
of unknown classes UNK. Increasing the number of initially
rejected samples n, will lead to more samples recognised
as unknown classes hence an increased UNK. Increasing the
number of iterations 7 means selecting samples as known
classes more slowly whilst the pace of rejecting samples as
unknown classes is not affected. As a result, more samples
will be rejected and recognised as unknown classes after more
iterations hence a higher UNK can be achieved. Along with the
improvement of UNK, our method suffers from the decrease
of OS* although their harmonic mean HOS is stable.

Overall, our proposed method is less sensitive to hyperpa-
rameters. In addition, we can trade off the recognition accuracy
of known classes and unknown classes by adjusting the hyper-
parameters of n, and T according to the requirements in
practice.

G. Ablation study

An ablation study is conducted on the VisDA17 dataset
by removing different components of the proposed method.
Specifically, we remove the component of PCA (denoted as
“w/o PCA"), the component of OSLPP (denoted as ‘“w/o
OSLPP"), and the component of pseudo-label selection (de-
noted as “w/o selection"), respectively. We also replace the
OSLPP algorithm with LPP (i.e. without considering the target
samples rejected as unknown classes) and denote it as “w/o
rejection”. The experimental results are shown in Table
Overall, our proposed method with the OSLPP algorithm
performs the best in all four benchmark datasets. Replacing
the OSLPP with the conventional LPP (i.e. w/o rejection)
leads to a marginal performance drop due to the lower UNK.
Such a difference in performance is accounted for by the
fact that OSLPP considers the unknown classes as a unified
one during the discriminative subspace learning whilst LPP
does not. The worst HOS is obtained by the method “w/o
selection" in which the pseudo-labelled target samples are
not progressively selected but over-confidently included for
the subspace learning in the next iteration. As a result, the
known classes are recognised with a better chance (i.e. high
OS*) at the cost of recognition accuracy of unknown classes
(i.e. extremely low UNK). When the OSLPP is removed from
our framework (i.e. w/o OSLPP), the recognition is done in
the PCA subspace and the performance is significantly worse
than our proposed method with OSLPP. Similarly, the removal
of PCA also causes a significant performance drop when
compared with our proposed approach.

H. The effect of the number of source samples

We conduct experiments to investigate how the number of
source samples affects the performance of our method. To this
end, we evenly select 50%, 20%, 10%, 5%, 2% or 1% of the
source samples in the experiments and compare the results
against the baseline when 100% (or 10% for the VisDA17
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Fig. 3. The effect of hyper-parameters on the Office31 and Office-Home datasets.
TABLE VI
RESULTS OF THE ABLATION STUDY.
Office31 Office-Home VisDA17 Syn2Real-O
Method OS* UNK OS ALL HOS | OS* UNK OS ALL HOS | OS* UNK OS ALL HOS | OS* UNK OS ALL HOS
w/o PCA 862 69.1 846 769 76.1 | 665 651 664 658 652|617 69.1 628 629 651 |559 692 569 699 618
w/o OSLPP 89.0 840 88.6 866 864 | 598 674 60.1 643 628 | 63.1 773 651 668 695|382 589 398 570 463
w/o selection 93.1 454 888 673 574|931 454 888 673 574|736 06 632 449 12 | 628 273 600 312 38.1
w/o rejection 89.8 822 891 857 858 | 649 704 651 682 67.0 | 652 852 681 702 739 |6l6 69.6 622 685 654
OSLPP (Ours) | 89.3 859 89.0 876 87.6 | 63.8 71.7 640 685 67.0 | 686 882 714 73.6 761 |61.7 700 624 69.0 65.6
TABLE VII
OPEN-SET CLASSIFICATION RESULTS (%) ON OFFICE31 DATASET USING DIFFERENT NUMBERS OF SOURCE SAMPLES.
Fraction of A—D A—->W D—A D->W W—oA W-D Average
source samples | OS* UNK HOS | OS* UNK HOS | OS¥ UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS
100% 926 904 915 | 89.6 888 8.0 |82 77.1 793|969 84 923|790 793 787 | 958 915 93,6 | 893 859 87.6
50% 920 856 887 | 8.0 846 868 | 827 758 79.1 | 966 869 915 |88 71.6 768 | 954 957 956 | 89.7 834 86.4
20% 88.6 851 86.8 | 902 91.0 90.6 | 80.1 688 740 |93.1 865 89.7 | 839 738 785|927 91.0 918 | 8.1 827 852
10% 89.8 856 87.7 | 857 846 852 |60.7 780 683|600 92.1 727 | 735 656 693 | 823 910 864 | 753 828 783
TABLE VIII
OPEN-SET CLASSIFICATION RESULTS (%) ON OFFICE-HOME DATASET USING DIFFERENT NUMBERS OF SOURCE SAMPLES.
Fraction of Ar—Cl Ar—Pr Ar—Rw Cl—Ar Cl—Pr Cl->Rw
Source samples | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS
100% 559 67.1 61.0 | 725 73.1 728 | 80.1 694 743 | 49.6 79.0 609 |6l.6 733 669 | 672 739 704
50% 574 660 614|698 722 710 | 772 655 709 |515 784 621 | 648 738 69.0 | 70.0 723 71.1
20% 56.1 665 608 | 694 69.6 695|748 712 730|517 735 607|599 708 649 | 721 719 720
10% 519 695 594 | 656 742 696 | 715 66.6 690 | 499 726 592|571 66.1 612 | 68.0 634 656
5% 382 69.0 492 | 498 663 569 | 550 69.1 612|481 71.7 576|567 652 607 | 640 61.0 625
2% 215 735 333 [270 679 387 | 283 710 405|208 747 325|255 650 36.6 |292 66.6 406
Fraction of Pr—Ar Pr—Cl Pr—Rw Rw—Ar Rw—Cl Rw—Pr Average
Source samples | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS | OS* UNK HOS
100% 546 762 63.6 | 53.1 67.1 593|770 712 740 | 60.8 750 672 | 544 643 590 | 784 708 744 | 638 717 67.0
50% 528 762 624 | 541 662 596 | 749 670 707 | 60.6 74.1 66.7 | 570 659 61.1 | 773 71.7 744 | 640 70.8 66.7
20% 56.1 755 644 | 551 652 597|771 720 745 |59.0 729 652 |559 635 595|762 695 727 |63.6 702 664
10% 547 744 631 | 553 623 586 | 769 648 704 | 598 745 663 |559 638 596 | 712 678 694 | 615 683 643
5% 543 738 62,6 | 547 60.6 575|754 654 700 | 573 749 649 | 540 613 574 | 699 679 689 | 564 672 608
2% 30.6 744 434|243 0648 353 | 405 670 505 | 374 786 507 | 343 695 460 | 41.7 696 522 | 30.1 702 417
and Syn2Real-O datasets) of the source samples are used. The be seen in Table [VIII] It can be concluded that our proposed
experimental results on four datasets are shown in Tables [VI:  method can achieve comparably good performance even if

X

For the Office31 dataset, a significant performance drop can
be observed when the fraction of source data decreases to 10%.
The performance drop is mainly caused by the adaptation tasks
where the domain D or the domain W servers as the source
domain. Note that the total numbers of samples in these two
domains (i.e. D and W) are 498 and 795, respectively. A
fraction of 10% samples means there could exist some classes
with zero samples in the source data. Similar phenomena can

only a very small fraction (e.g., 10% ) of source samples are
used.

For the VisDA17 dataset, using less than 10% source-
domain data surprisingly gives better results as shown in
Table [IX] due to the better recognition accuracy of unknown
classes. On the other hand, using less than 10% source-domain
data gives consistently worse performance for the Syn2Real-O
dataset due to the decreasing accuracy of recognising known
classes (i.e., OS*).



TABLE IX
OPEN-SET CLASSIFICATION RESULTS (%) ON THE VISDA17 AND
SYN2REAL-O DATASETS USING DIFFERENT NUMBERS OF SOURCE

SAMPLES.
Fraction of VisDA17 Syn2Real-O
source samples | OS* UNK OS HOS | OS* UNK OS HOS
10% 68.6 882 714 761 | 617 700 624 65.6
5% 695 923 728 793 | 593 694 60.1 639
2% 699 936 733 800 | 541 69.6 553 608
1% 70.0 927 733 79.8 | 493 694 508 574

1. Openness analysis

We follow [10]] to make an empirical openness analysis on
the Office-Home dataset. Specifically, we set 40 (class IDs: 1-
40, 16-55, 26-65), 25 (class IDs: 1-25, 26-50, 41-65), 10 (class
IDs: 1-10, 11-20, 21-30) and 5 (class IDs: 1-5, 6-10, 11-15)
classes as known classes, respectively. The class IDs from 1 to
65 are defined by ranking all the classes in alphabetical order.

The results are shown in Table [X| and the results of three
comparative methods are from [10]. Our proposed method
OSLPP outperforms others in settings where there are 40/25
known classes and is comparable to ROS [[10] when there are
10/5 known classes. These results indicate our method is more
advantageous when the openness is moderate.

J. Extend to transductive open-set recognition

To investigate how our proposed approach works for the
transductive open-set recognition (OSR) problems without
domain shift, we design and conduct a series of experiments.
On the Office-Home dataset, we divide each domain into two
disjoint subsets: one for training and the other for testing.
(a) We simulate the open-set recognition problem under the
transductive setting. The training data and the test data are
from the same domain but the test data contain additional
classes which are not present in the training data. (b) We
simulate the open-set domain adaptation problem. The training
data and the test data are from the source and target domains
respectively. For both (a) and (b), we apply our full method
and the ablated one without the OSLPP algorithm for com-
parison. The results are shown in Table Based on the
experimental results, following conclusions can be drawn: (i)
our proposed approach can be directly applied to the open-set
recognition problems (i.e. the tasks of Pr—Pr and Rw—Rw)
under the transductive setting; (ii) for the transductive OSR,
the high performance of our approach is mainly contributed
by the progressive sample selection and rejection strategy,
given that removing the OSLPP algorithms only degrades the
performance marginally; (iii) for OSDA, the OSLPP algorithm
plays a more crucial role in bridging the domain gap, thereby
significant performance drops are observed when it is not used.

In summary, the experimental results in Table [XI| demon-
strate our proposed method also works for OSR under the
transductive setting, and it is the OSLPP algorithm that enables
our proposed approach to bridge the domain gap when it does
exist.

L

9

(c) Learned subspace by OSLPP

(b) Learned subspace by LDA

(a) Original feature space

Fig. 4.  Feature visualisation via t-SNE. Source and target samples are
represented by ‘0’ and ‘+” symbols respectively; different known classes are
denoted by colours and the unknown classes are denoted by black “x’.

K. Visual inspection

We take the task Art—Clipart as an example to inspect
how the class separability can be improved in the learned
subspace by visualising the features with the t-SNE technique.
To avoid clutters, we select the first 10 shared known classes
and the first 10 unknown classes for visualisation. As shown
in Figure ] the samples from the source domain (‘0’) and the
target domain (‘+’) in the learned common subspace are better
aligned class-wise whilst the unknown classes (‘x’) are also
better separated from the known classes.

Other than the original features (a) and the features learned
by our proposed OSLPP (c), we also visualize the features
learned by LDA (b) as a representative of existing methods
which push unknown classes into a compacted region in the
learned space as illustrated in Figure [I] and demonstrated
in Figure @] As a result, our proposed OSLPP algorithm
outperforms LDA in the domain adaptation tasks (e.g., the
HOS values are 67.0% and 65.0% respectively on the Office-
Home dataset).

VI. DISCUSSION AND CONCLUSION

We address the OSDA problem in the image classification
domain by proposing a novel OSLPP algorithm and a pro-
gressive pseudo-labelled sample selection and rejection algo-
rithm. The OSLPP adapts the original LPP algorithm to the
OSDA scenario by considering the labelled source samples and
pseudo-labelled target samples which have been either selected
or rejected. Experimental results on two benchmark datasets
demonstrate our proposed method can perform comparably
or outperform state-of-the-art approaches to OSDA and is
more efficient. The method is also less sensitive to the hyper-
parameters in terms of the harmonic mean but provides the
flexibility of trading off the accuracy of known and unknown
classes which can be useful in real-world applications.

Our method suffers from the common issue of how to set
proper hyper-parameters to adjust the recognition accuracy of
known classes and unknown classes. In a real-world scenario,
we do not have prior knowledge of how many unlabelled target
samples are from unknown classes if there are any. In our
method, this issue corresponds to the question of how to set
the values of n, and T given a domain adaptation task to
achieve the best performance. This is also the key problem in
Universal Domain Adaptation problems [26] and will be left
to future work.
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TABLE X
OPENNESS ANALYSIS ON THE OFFICE-HOME DATASET.

40 known classes 25 known classes
Method OS* UNK (O HOS 0os* UNK 0OS HOS
STAsum [9] 53.5+1.7  71.1£3.0 539+1.7 60.1+1.7 | 63.3+3.3  65.1+2.2 63.5£2.6 61.4xl.5
OSBP [8] 55.9+1.6 71.8+3.6 56.3+1.6 62.3+1.8 | 61.0+2.8 64228 61.4+25 62.0+2.8
ROS [10] 559+12 71.1+2.8 56.2+1.2 62.1+1.8 | 59.5+1.9 70.4+4.0 59.9+19 63.9+2.7
OSLPP (Ours) | 61.9+1.0 724449 62.1+1.1 66.3+2.7 | 63.7£2.0 74.1+2.5 64.1+2.0 68.0+2.0
10 known classes 5 known classes
OS* UNK (O HOS (O UNK 0OS HOS
STAsum [9] 73.8£6.6 61.4+14.5 72.5+5.8 62.5+8.6 | 78.9+6.3 52.1x17.7 74.4+28 57.5%12.3
OSBP [8] 7624577 47.9+4.8 73.6+5.7 58.0+5.1 | 82.5+5.6 21.5+1.6 72.3x49 33.3x2.6
ROS [10] 68.9+55 78929 69.9+5.2 73.0+44 | 71.1+7.6 86.3+2.7 73.4+6.7 77.2+5.9
OSLPP (Ours) | 74.3+5.2 74.3+2.6 743+48 73.6+3.1 | 73.1+5.6 76.8+04 73.7+4.7 73.6+3.4
TABLE XI
COMPARISON OF OPEN-SET RECOGNITION PERFORMANCE (HOS) WITH AAAI Conference on Artificial Intelligence, vol. 35, no. 9, 2021, pp.
AND WITHOUT THE DOMAIN SHIFT. 8013-8020.
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