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Abstract

Anomaly detection is a classical problem within automated visual surveillance, namely the determination of the normal from the abnormal when operational data availability is highly biased towards one class (normal) due to both insufficient sample size, and inadequate distribution coverage for the other class (abnormal). In this work, we propose the dual use of both visual appearance and localized motion characteristics, derived from optic flow, applied on a per-region basis to facilitate object-wise anomaly detection within this context. Leveraging established object localization techniques from a region proposal network, optic flow is extracted from each object region and combined with appearance in the far infrared (thermal) band to give a 3-channel spatiotemporal tensor representation for each object (1 \times \text{thermal} - \text{spatial appearance}; 2 \times \text{optic flow magnitude as } x \text{ and } y \text{ components - temporal motion}). This formulation is used as the basis for training contemporary semi-supervised anomaly detection approaches in a region-based manner such that anomalous objects can be detected as a combination of appearance and/or motion within the scene. Evaluation is performed using the Long-Term infrared (thermal) Imaging (LTD) benchmark dataset against which successful detection of both anomalous object appearance and motion characteristics are demonstrated using a range of semi-supervised anomaly detection approaches.

1. Introduction

Automated video surveillance has become increasingly prevalent in society for the security of various public facilities, transportation systems and national infrastructure alike [4]. An important operational aspect of this type of monitoring is the detection of anomalous [24, 24, 46] or unusual events [29,30,44], which is an area within which algorithmic solutions currently lag behind the increasingly conventional use of object detection and tracking for automated video surveillance [13].

An anomaly, in this context, refers to behaviour or appearance that deviates from normal or expected patterns for that locale. In many deployment scenarios, the use of conventional object detection or tracking solutions results in a high level of system-generated alarms for benign occurrences that fall within the regular Pattern-of-Life (PoL) of activity for that location [1].

In general, the anomaly detection problem addresses an aspect of the open set problem in computer vision - whilst normality in terms of the appearance and behaviour of objects within the scene can be bounded, conversely the set of possible anomalous occurrences is unbounded. To this end, anomalous events rarely occur as compared to normal activities, which in itself results in the commonplace dataset challenge of anomaly detection - whilst normal data samples may be abundant, the availability of abnormal anomalous samples is limited in both volume and variety. A common approach is to learn a model of the normal (non-anomalous) data distribution from the abundance of normal sample training data available and then detect anomalies as outliers in a semi-supervised manner [3, 5]. However, within the context of visual surveillance, this requires an understanding of complex visual patterns, and some patterns can only be detected when long-term temporal relationships and causal reasoning are learned in the model [55], such as traffic accidents, crimes or illegal activity.

Whilst there is an abundance of prior work in anomaly...
Anomalies may be detected within the context of visual surveillance, they largely consider fairly basic anomalous object occurrences over datasets with a very limited timeframe [24, 29, 30, 44] such as UCSD Ped1/2 [24], Avenue [29] or ShanghaiTech [30]. Although larger datasets such as UCF-Crime [44] offer more scope, their non-uniform (internet-based) curation makes their use in the evaluation of anomaly detection for fixed camera surveillance deployment challenging. In addition, all datasets largely focus on visible-band (colour) imagery, with only very few containing both visible and infrared (thermal) imagery [9, 17] despite the increasing prevalence of infrared (thermal) imagery within the operational surveillance context [6, 13, 21].

An additional challenge is the varying environmental conditions, which in itself affects both visible-band [24, 29, 30, 44] and infrared-band anomaly detection alike [17]. This issue is illustrated in Figure 1, where four normal harbour scenes exhibit varying benign changes over time in terms of contrast, illumination, foreground water ripples and other environmental factors that can then differ significantly against the a priori (non-anomalous) data distribution for the scene [33].

To overcome these issues, in this paper, we investigate the use of short-duration, spatiotemporal signatures as a means to in-scene object-wise anomaly detection and apply these over infrared (thermal) imagery captured under varying environmental conditions.

To this end, we propose the dual use of both visual appearance and localized motion characteristics, derived from optic flow, applied on a region-based basis to facilitate object-wise anomaly detection within this context. Leveraging established object localization from a region proposal network, optic flow is extracted from each object region and combined with the appearance in the far infrared (thermal) band to give a 3-channel spatiotemporal tensor representation for each object (1 × thermal - spatial appearance; 2 × optic flow magnitude as x and y components - temporal motion). This formulation is used as the basis for training contemporary semi-supervised anomaly detection approaches in an object-wise manner such that anomalous objects can be detected as a combination of appearance and/or motion within the scene.

The main contributions of this work are as follows:

- an extension to prior work in region-based anomaly detection [1] to jointly consider the use of both visual appearance and localized motion characteristics for in-scene objects.

- the evaluation of five semi-supervised anomaly detection approaches within this context that differ in formulation - i.e., classification-based (DFKDE [2]), reconstruction-based (FastFlow [51], GANomaly [3]) and student-teacher pair (RD [10], STFPM [48]).

2. Literature Review

Anomaly detection via automated video surveillance has been intensively studied because of its potential for use in autonomous surveillance systems [44] [50] [53]. In this context, most research addresses the problem under the assumption that the operational data availability is highly biased towards one class (normal) due to both insufficient sample size, and inadequate distribution coverage for the other class (abnormal). The process is often carried out via the following steps. In the training phase, features of normal training samples are extracted. A reference model is then fitted on these features. During the testing phase, if features of the input data cannot fit the reference model well, they are considered as anomalies [52] [29] [23] [8] [16] [20].

Recently, with the great success of deep learning, contemporary approaches use the features from trained deep neural networks [11] [47] [34] [43]. Alternatively, some deep learning approaches depend on data reconstruction methods. This relies on using generative models to learn the representations of normal samples in video clips by minimising the reconstruction error [18] [28] [31] [32] [35] [42]. During inference, it is assumed that unseen anomalous video clips often cannot be reconstructed well and samples with high reconstruction errors are considered anomalies.

Whilst previous approaches mainly analyse video clips on a frame-wise basis, another approach is to classify normal or abnormal by modelling object trajectories. For instance, Li et al. [22] modelled the trajectories of normal events via sparse reconstruction analysis, then detect any abnormal trajectories as outliers. In [39], a deep autoencoder is trained to model normal trajectory, whilst the follow-up work [40] incorporates a GAN in which the discriminator is trained to distinguish normal and abnormal trajectory reconstruction errors given by a deep autoencoder [39]. While object trajectories manage to capture long-term object-level patterns, this may fail in crowded or cluttered scenarios.

An alternative approach is to model the visual appearance using low-level features extracted from local regions. Hinami et al. [15] propose joint detection and recounting of abnormal events via multi-task Fast RCNN [14]. Whilst [15] use geodesic object proposal [19] and moving object proposals [12] to extract local regions, Adey et al. [1] incorporate the same method but take advantage of the state-of-the-art Faster-RCNN [38] to extract potential local regions, to be fed into Kernel Density Estimation (KDE) for
classification purposes. In another approach, more modern object detectors such as Single Stage Detector (SSD) [25] and CenterNet [54] are used in [18] and [41] respectively to detect local regions. In [18], the local region is then fed into SVM classifiers for anomaly classification, while in [41], the local region is trained in an adversarial manner for anomaly classification.

Another approach is to incorporate motion characteristics as an indicator of anomaly [28] [37] [32] [49]. Liu et al. [28] add an optical flow loss as the motion constraint during training time, whilst the work in [37] [32] attempts to learn motion by predicting the optical flow of the current frame. On the other hand, the work in [49] leverages the optical flow information by guiding the frame prediction, where they predict normal frames with high quality and abnormal frames with low quality.

While these efforts have shown good detection accuracy in anomaly detection tasks, most of the methods mentioned above concentrate on anomaly detection on visible-band (colour) imagery [55] [24] [29] [30] [44] and grayscale imagery [15] [1] [18] [41]. On the other hand, all aforementioned work [28] [37] [32] [49] focuses on how to directly predict future frames via optical flow. Existing work that uses region-based approaches such as [1] [15] specifically ignore the motion characteristic. Meanwhile, [18] incorporates expensive motion information such as a motion convolutional autoencoder, while [41] only relies on past spatial gradient as motion information for anomaly detection.

By contrast, we propose the dual use of both region-based appearance and flow characteristics to facilitate object-wise anomaly detection in infrared surveillance imagery. Inspired by region-based object localization based on a region proposal network [1], and computationally less expensive optical flow method, we combine the infrared (thermal) appearance with optic flow resulting 3-channel spatiotemporal tensor representation for each region. This will be used as the basis for training contemporary semi-supervised anomaly detection approaches in an object-wise manner such that anomalous objects can be detected as a combination of appearance and/or motion within the scene.

3. Methodology

Figure 2 illustrates the overall architecture of the proposed method, which consists of a two-stage approach that separates the object and anomaly detection tasks.

3.1. Object Detection and Optical Flow

An object detector is trained to predict a set of bounding boxes surrounding objects belonging to a set of classes $C$ given the $i$-th thermal image $I_i \in [0, 1]^{H \times W}$, where $H$ and $W$ are the dimensions of the image, from a sequence of $N$ images $\mathcal{I} = \{I_i\}_{i=1}^N$. A prediction consists of a box represented as $\mathbf{b} = (x_c, y_c, w', h', c)$, where $x_c, y_c$ are the centre of the box, $w'$, $h'$ are the width and height and $c \in C$ is the category. In parallel, the optical flow of $I_i$ is estimated, resulting in a flow $\phi_i \in \mathbb{R}^{H \times W \times 2}$ that describes the pixel-wise displacements in the $x$ and $y$ directions (encoded in the last 2 channels of $\phi_i$). The $i$-th optical flow is estimated from images $I_i$ and $I_{i-1}$ using a pre-trained PWC-Net [45], due to its compact model size. Subsequently, a patch $p_t \in [0, 1]^{H' \times W'}$ with associated category $c$ is extracted from the thermal image $I_i$ given the prediction $\mathbf{b}$, and it is aggregated with an optical flow patch $p_\phi \in \mathbb{R}^{H' \times W' \times 2}$ from $\phi_i$ at the same spatial location defined by $\mathbf{b}$. The final object representation $p \in \mathbb{R}^{H' \times W' \times 3}$ is finally obtained from the concatenation of $p_t$ and $p_\phi$.

3.2. Anomaly Detection

We present a semi-supervised anomaly detection approach, where we train based solely on normal data samples comprising object regions within the scene (from first-stage object detection). Given the challenges of comprehensive anomalous data collection within the context of infrared (thermal) video surveillance, here, we leverage existing anomaly detection methods by down-selecting five second-stage anomaly detection approaches that do not require anomalous training examples.

**DFKDE** [2]: Deep Feature Kernel Density Estimation (DFKDE) is a fast one-class anomaly classification algorithm that consists of a deep neural network-based feature extraction stage followed by an anomaly classification stage consisting of principal component analysis (PCA) and Gaussian Kernel Density Estimation (KDE). In the first stage of anomaly classification, the features are reduced to the first 16 principal components via principal component analysis (PCA). In the second stage of anomaly classification, Gaussian Kernel Density estimation (KDE) is applied to the principal component features. The idea of KDE is that the training datasets follow some arbitrary distribution, and the distribution can be modelled by employing kernel density estimation. At the inference phase, if a lower probability density is observed below the threshold, which is determined by the training dataset, this indicates the presence of an anomaly against the data distribution learned from the training data examples.

**FastFlow** [51]: Unsupervised anomaly detection and localization via 2D normalizing flows (FastFlow) consists of 2D normalising flow for anomaly detection with a fully convolutional neural network architecture. The visual features are first extracted by a deep feature extractor and subsequently fed into the normalising flow component to estimate the probability density. In the training phase, FastFlow learns to transform the original distribution of the features into a tractable distribution in a 2D manner via a normalising flow methodology. In the inference phase, when the normal images and abnormal images simultaneously occur, the features of normal images will project within the centre of
the distribution, while abnormal image features will project far from the centre of the distribution, indicating their abnormality. In simple terms, the probability value of each position on the 2D feature manifold is directly employed as the anomaly score.

**RD** [10]: Anomaly detection via reverse distillation from one-class embedding (RD) is based on a pre-trained teacher network and a trainable student network and consists of three sub-networks. The first is a pre-trained feature extractor (E). The next two are a one-class bottleneck embedding (OCBE) and the student decoder network (D). During the feature extraction stage, as the student network is trained on a normal image dataset, its feature representation of image anomalies is expected to be distinct from that of the teacher network. During training, it forces the output to be similar to the corresponding feature extractor layers by using cosine distance as the inter-feature loss metric. In this way, it is able to improve the similarity of student-teacher (S-T) representations on normal images, whilst at the same time being capable of differentiating anomalous image examples. Finally, in the inference phase, when both normal images and abnormal images occur, the cosine distance between the resultant feature maps can be used to indicate the presence of anomalies.

**GANomaly** [3]: Semi-supervised anomaly detection via adversarial training (GANomaly) calculates the reconstruction error based on the latent feature representation ($z$) and reconstructed latent feature representation ($z'$) by adding an additional encoder structure to a conventional Generative Adversarial Network (GAN) architecture. During training, the model aims to learn the distribution of the normal (non-anomalous) data set by minimizing the difference between the two latent feature representations. Subsequently, at inference time, an anomaly score is derived from the L2 distance between the two latent feature representations.

**STFPM** [48]: Student-teacher feature pyramid matching for unsupervised anomaly detection (STFPM) consists of a pre-trained teacher network and a student network with an identical neural network architecture. The student network learns by making feature maps similar to those in the teacher network. Since training is performed only on normal images, the student network can only output the features of normal regions. In order to detect anomalies, STFPM uses the difference between feature maps at three different scales in the student and teacher networks. Subsequently, at the inference phase, the final anomaly score is calculated by multiplying the three maps with the aggregation of anomalies at differing scales readily.
Each anomaly detection approach is trained over a set of normal samples, \( \{ p \mid p \in \mathbb{R}^{h \times w \times 3} \} \) constructed as a spatiotemporal object representation, as per Section 3.1.

4. Evaluation

This section presents the dataset used for evaluation, implementation details and final experimental results.

4.1. Evaluation Dataset

The LTD dataset [33] consists of infrared (thermal) surveillance imagery spanning 188 days in the period of 14\(^{th}\) May 2020 to 30\(^{th}\) of April 2021, with a total of 1689 two minutes clips sampled at 1 fps with associated bounding box annotations for 4 classes \{Human, Bicycle, Motorcycle, Vehicle\}. The images are captured at a resolution of 288 \times 384 captured through a period of 8 months using a Hikvision DS-2TD2235D-25/50 infrared (thermal) camera (long wavelength infrared (LWIR): 8 – 14 \(\mu\)m). The dataset spans all hours of the day in a wide array of weather conditions overlooking the harbour front of Aalborg, Denmark depicting drastic changes in both object and scene appearance due to seasonal conditions within a static security monitoring context. Normal training samples are extracted via object detection from infrared (thermal) images. Since the LTD dataset does not provide information on which object is an anomaly, we construct our own anomaly thermal dataset by manually cropping anomalous objects from a video surveillance scenario dataset [27], for validation purposes. In total, we make use of 17,109 normal objects as training data for the anomaly detection step.

4.2. Implementation Details

We follow the dataset protocol from [33] by choosing the coldest day of the month (February) as the training set, which exists in three variants: coldest day 13\(^{th}\) of February, the corresponding week 13 – 20 of February, and the entirety of February. In this experiment, we use the infrared (thermal) video imagery from the coldest day of the month, day 13th of February as the training dataset. We then incorporate optical flow by combining it with appearance in the infrared (thermal) imagery, resulting in a 3-channel spatiotemporal tensor representation for each object (i.e., 1 \times \text{thermal channel for spatial appearance}; 2 \times \text{optic flow channels for horizontal and vertical motion magnitudes}).

Since our anomaly detection is based on object-wise image regions, we first extract a large number of object regions by training a Faster R-CNN [38], pre-trained on MSCOCO [26], over our set of normal objects using [7], and therein only retain the bounding box localisation information and discard the classification labels. We employ the SGD optimiser and set the learning rate as 252 \times 10^{-3}, the momentum as 0.9 and the weight decay as 1 \times 10^{-4}. Finally, we train for 100 epochs with a batch size of 16.

We construct our training dataset using the cropped object-wise image regions (i.e., bounding boxes) obtained via the earlier Faster R-CNN approach, and combine each with the corresponding optic flow for that image region, to form the input set to our proposed anomaly detection model training using [2].

All implementations and visualisation are conducted in PyTorch [36] with a single NVIDIA 1080Ti GPU. All CNNs used in the experiments were pretrained with ImageNet. For fair comparison and consistency, we used the same parameters for all experiments; the parameters follow the defaults used in [2] or within the original work.

4.3. Quantitative Evaluation

The model performance is evaluated quantitatively through the area under ROC (AUROC), Accuracy, F1 score, Precision and Recall at object level. We compare the use of anomaly detection via classification-based (DFKDE [2]), reconstruction-based (FastFlow [51], GANomaly [3]) and student-teacher paired (RD [10], STFPM [48]) methods.

Anomalies are detected when the model output exceeds a given threshold \( A(x) > \phi \). When performing anomaly detection, image regions with scores below the calculated threshold are considered normal and whilst regions with scores above the threshold are considered as anomalies [2].

Table 1 compares anomaly detection performance based on object appearance in infrared (thermal) imagery (only) and when also combined with short-term object motion characteristics (via optical flow, Section 3.2). In the first experiment, anomaly detection performance in infrared (thermal) imagery (\( IR \)) is used to provide benchmark performance. The combination of infrared appearance and flow-based motion characteristics (\( IR+Flow \)) produces superior anomaly detection results than infrared appearance (\( IR \)) alone. Statistically, we observe a significant increase in performance given by student-teacher pair approach, both RD method (0.468 \Rightarrow 0.912) and STFPM method (0.467 \Rightarrow 1.000) respectively in AUROC. Whilst for Accuracy and F1 score, the highest performance jump is given by reconstruction based approach, GANomaly (0.853 \Rightarrow 0.999 and 0.914 \Rightarrow 0.999) respectively. Meanwhile, in Precision and Recall, a significant gain in performance is observed for RD (0.889 \Rightarrow 0.972) and GANomaly (0.873 \Rightarrow 0.998) respectively.

Table 2 shows the comparison of mean anomaly score on infrared appearance (\( IR \)) and combined appearance and motion characteristics (\( IR+Flow \)) for threshold \( \phi = 0.5 \). An increase can be observed for FastFlow, GANomaly, RD and whilst a comparable mean value for DFKDE is observed potentially demonstrating a more pronounced separation between anomalous and non-anomalous samples with the use of motion characteristics (\( IR+Flow \)). However, a performance drop is observed for RD (0.859 \Rightarrow 0.709), despite
Qualitative results are provided for all five of the selected anomaly detection approaches, where normal object occurrences are shown in green and anomalous objects (e.g. large vehicles, based on our training regime) are shown in red.

4.4. Qualitative Evaluation

Qualitative results are provided for all five of the selected anomaly detection approaches, where normal object occurrences are shown in green and anomalous objects (e.g. large vehicles, based on our training regime) are shown in red with an associated anomaly score (in blue, normalised to range 0–1).

Detected anomalous objects, not present in the training set, generally correspond to the appearance of non-pedestrian objects (e.g. large vehicles) or unusual object motion in the scene. For example, an unusual pedestrian motion could be people walking haphazardly, sudden changes in walking speed or an unusual direction of motion within the scene.

In Figure 3, we can observe that: 1) normal object occurrences such as pedestrians (Figure 3 - first row); and 2) anomalous object occurrences, such as large vehicles (Figure 3 - first, second and third row); are all detected well. The large delivery vehicle (Figure 3 - second row) and the large construction vehicle (Figure 3 - third row) were detected as anomaly instances since these are new objects observed by the anomaly detection model. In addition, anomaly detection is observed to perform well on the anomalous objects that contain normal pixels within their bounds. For example, the overlap between the large delivery vehicle and the normal walking pedestrian (Figure 3 - second row), contributes to higher performance in F1-score across all models in Table 1.

Figure 4 shows consecutive frames from one of the test video sequences within the infrared (thermal) imagery LTD dataset [33]. In the figure (Figure 4, upper) we observe that anomaly detection via DFKDE and RD detect the large vehicle object as anomalous whilst the pedestrian objects remain labeled as normal objects (denoted with green and red bounding box annotation, respectively). However, in the next consecutive frame (Figure 4, lower), only the DFKDE approaches detect the large vehicle object as anomalous when the portion of the vehicle within the frame is occluded (as it departs the scene), whilst RD detects the same objects as normal. Such factors contribute to the lower AUROC performance for RD, as shown in Table 1.

Qualitative evaluation results are shown in Figure 5 using the combination of infrared (thermal) imagery and optical flow information from the LTD dataset [33]. A visualisation of the visual appearance of the infrared (thermal) imagery (IR) and its corresponding motion characteristics, obtained from optic flow (IR+FLOW), are additionally presented in Figure 5. Overall, the qualitative results in Figure 5 demonstrate that the combination of infrared (thermal) imagery and optical flow magnitude components, as a measure of short-term object motion characteristics, reduce the false positive rate for anomaly detection (as also reflected in Table 1). In the first example (Figure 5, A and D), the truck and construction plant vehicle are only detected as anomalous when motion information included via optical flow. In this example, the flow pattern on the large vehicle (IR+FLOW) suggested that the vehicle is moving towards the camera. In the second example (Figure 5, B), the appearance (only) of pedestrian walking is detected as normal. However, with motion information (IR+FLOW), it manages to detect pedestrian walking in an unusual scene direction as an anomaly. In the same example, there are anomalous flow patterns drawn on the image (IR+FLOW), suggesting that the pedestrian is walking at a high velocity. In the third example (Figure 5, C), the truck appearance is detected as normal whilst entering the frame in the infrared (thermal) imagery (IR). However, with motion information added (+Flow), it is correctly detected as an anomaly. In the fourth example, it shows that the model still works well in a crowded scene with pedestrians and an anomalous object having similar intensities with the background (Figure 5, E).

In the fifth example, we can see that the model also gener-

---

<table>
<thead>
<tr>
<th>Model</th>
<th>Anomaly Score</th>
<th>IR</th>
<th>IR+Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFKDE</td>
<td>0.901</td>
<td>0.895</td>
<td></td>
</tr>
<tr>
<td>FastFlow</td>
<td>0.634</td>
<td>0.669</td>
<td></td>
</tr>
<tr>
<td>GANomaly</td>
<td>0.691</td>
<td>0.924</td>
<td></td>
</tr>
<tr>
<td>RD</td>
<td>0.859</td>
<td>0.709</td>
<td></td>
</tr>
<tr>
<td>STFPM</td>
<td>0.566</td>
<td>0.607</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. LTD dataset: mean anomaly score of anomalous samples using IR and IR+Flow information (at $\phi = 0.5$).
By taking a closer look at such false positives, we can observe that even normal pedestrian walking may generate high velocity motion, due to periodic movement of their limbs, although it is restricted to small regions of the body. Therefore it can be determined that some average walking motions may be detected as anomalous under such conditions, giving rise to such false positive results. Overall, most genuine anomalous objects appear to generate associated anomalous flow patterns across the entire object surface, as shown in all anomalous objects in Figure 5. Overall, these examples (Figures 3 / 5) illustrate the performance of region-based anomaly detection in the context of infrared (thermal) surveillance imagery and the performance benefits from the dual use of both object appearance and (short-term) motion characteristics.

5. Conclusion

In this work we present region-based anomaly detection in an automated visual surveillance context, by proposing the
dual use of both appearance and short-term motion characteristics across infrared (thermal) imagery. We evaluate the performance of five semi-supervised anomaly detection approaches spanning classification based (DFKDE), reconstruction based (FastFlow, GANomaly) and student-teacher pair (RD, STFPM) paradigms. Within this study, we observe that the combination of infrared (thermal) object appearance and short-term motion characteristics, recovered from optic flow, result in a notable improvement in anomalous object detection performance then compared to using infrared appearance alone. We also qualitatively demonstrate temporally consistent anomaly detection on a per-object basis. Future work includes the use of temporal scene analysis to expand this use of automatic anomaly detection towards anomalous behaviour detection within infrared (thermal) surveillance imagery.
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