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Abstract—As a depth sensing approach, whilst stereo vision
provides a good compromise between accuracy and cost, a key
limitation is the limited field of view of the conventional cameras
that are used within most stereo configurations. By contrast,
the use of spherical cameras within a stereo configuration offers
omnidirectional stereo sensing. However, despite the presence of
significant image distortion in spherical camera images, only
very limited attempts have been made to study and quantify
omnidirectional stereo depth accuracy.

In this paper we construct such an omnidirectional stereo
system that is capable of real-time 360◦ disparity map recon-
struction as the basis for such a study. We first investigate
the accuracy of using a standard spherical camera model for
calibration combined with a longitude-latitude projection for
omnidirectional stereo, and show that the depth error increases
significantly as the angle from the camera optical axis approaches
the limits of the camera field of view.

In contrast, we then consider an alternative calibration ap-
proach via the use of perspective undistortion with a conventional
pinhole camera model allowing omnidirectional cameras to be
mapped to a conventional rectilinear stereo formulation. We find
that conversely this proposed approach exhibits improved depth
accuracy at large angles from the camera optical axis when
compared to omnidirectional stereo depth based on a spherical
camera model calibration.

I. INTRODUCTION

Ever increasing advances in low-cost camera technology have
seen the rise of widely-available consumer-grade spherical
cameras, offering full omnidirectional spherical panoramic
video via dual-lens 180◦× 180◦ image capture at the cost
of a few hundred dollars (Ricoh Theta V; Samsung Gear 360;
Garmin Virb 360; Insta360 One X - ∼2020+).

The ready availability of such devices naturally facilitates
the consideration of 360◦ depth recovery by using two within
a conventional stereo configuration. Whilst prior work [1] has
shown such an approach can offer all-round depth recovery
for a range of generalised video surveillance [2] or vehicle
autonomy [3] sensing scenarios, the accuracy of the depth
obtained in relation to the challenges of spherical camera
calibration remains largely unquantified.

Whilst the cost of alternative technologies for 3D scene
depth recovery, such as LiDAR [4], remain prohibitively high
for many applications, stereo vision based sensing offers a
good compromise between accuracy and cost and is used
widely in robotics [5], [6], [7], [8], object recognition [9],
[10], and 3D scene reconstruction [11], [12]. However, a key
limitation of common stereo vision solutions is the limited
Field of View (FoV) afforded by the use of conventional
cameras. Whilst the use of spherical cameras within a stereo

Fig. 1: Bi-polar spherical camera stereo configuration

configuration can overcome this issue to offer omnidirectional
stereo sensing [1], [13], [14], such an approach is not without
additional challenges in terms of effective camera placement,
calibration and synchronisation.

Whilst recent work [1], [15], [16] has addressed a number
of these issues, the choice and impact of camera calibration
strategy remains largely unexplored [17], [18]. Following
convention, the earlier work of Lin et al. [1] makes use of
the spherical camera model proposed by Mei and Rives [19]
to enable camera calibration as a means to the recovery of
stereo disparity between two spherical cameras mounted in
a bi-polar configuration. However, whilst this work focuses
on effective camera mounting for use in autonomous vehicle
sensing and the recovery of Cartesian from angular depth [1],
it makes no attempt to evaluate the resulting disparity obtained
via such a stereo setup in terms of quantifiable depth error.

This paper makes a number of contributions to address the
limitations of prior work on this topic [1], [15], [16], and
specifically gives further insight into the impact of alternative
calibration approaches, as follows:

• a variant of the bi-polar omnidirectional stereo camera
configuration of [1] is proposed to offer improved camera
accessibility and stability in practical terms (Sec. III-A).

• the spherical camera calibration model proposed in [19]
combined with a longitude-latitude projection is evaluated
in the context of this omnidirectional stereo camera
configuration and is shown to suffer from significant
depth error at large angles from the optical axis (Sec.
IV, with reference dataset release Sec. III-D).



• the alternative fish-eye camera calibration approach pro-
posed in [20], using a perspective undistortion with a
conventional pinhole camera model, is evaluated in the
context of the same omnidirectional stereo camera config-
uration and is shown to offer significantly improved depth
accuracy at large angles from the optical axis and hence
more stable depth recovery across an omnidirectional
FoV (Sec. IV, with reference dataset release Sec. III-D).

• the impact of alternative spherical camera calibration
strategies [19], [20] on depth accuracy is verified over
multiple stereo disparity estimation approaches [21],
[22] achieving real-time performance from low-cost
consumer-grade spherical camera hardware (maximal
14.4 fps performance, Sec. IV-B).

Overall, these contributions show that an appropriate choice of
calibration approach, in terms of the equirectangular projection
used for conversion to an rectilinear image composition, is
crucial to the realisation of effective omnidirectional stereo
with spherical cameras. Futhermore, they show that the most
obvious choice for the practitioner, via the use of a spherical
camera model such as Mei et al. [19], is not necessarily the
most suitable choice for stereo accuracy.

II. RELATED WORK

We present an overview of related work in terms of: Spherical
Camera Models (Section II-A), Stereo Disparity Estimation
(Section II-B) and Omnidirectional Stereo (Section II-C).

A. Spherical Camera Models

With reference to spherical imaging, Geyer and Daniilidis
[23] introduce a basic projection model for panoramic images
whilst Barreto and Araujo [24] establish a general model for
image formation in central catadioptric images. The subse-
quent work of Mei and Rives [19] builds upon these models
and formed a unified spherical camera projection model.
A new parameter, ξ, is proposed that compensates for any
difference between the idealised spherical camera model centre
and the actual camera centre which is obtained via a calibration
process similar to the seminal conventional stereo approach
of [25]. Li [26] propose a similar model to [19] for use with
multiple camera configurations offering a combined 360◦ FoV
from a set of conventional image projections. As such, [26]
did not include a term to model differences in ideal and actual
spherical camera centres similar to the ξ parameter outlined
in [19] but did reformulate the conventional rectilinear stereo
problem for spherical cameras by defining disparity and depth
for such spherical stereo systems.

Contemporary low-cost spherical cameras (such as the Ri-
coh Theta S cameras [27] used in this study, Section III-A)
use a dual fish-eye lens configuration to achieve an 360◦

omnidirectional FoV. Scaramuzza et al. [20] present a camera
calibration technique for omnidirectional cameras, assuming
that the images are captured under a fish-eye distortion and
proposed a novel image projection function to undistort them.
This image projection function is a Taylor series expansion,
whose coefficients are found during a calibration process,

similar to the seminal work of Zhang [25]. The work of Scara-
muzza et al. [20] is subsequently refined by Urban et al. [28]
to achieve notably more stable, robust and accurate camera
calibration (up to a factor of 7). Such fish-eye undistortion
approaches essentially enable images produced by spherical
cameras to be treated as conventional rectilinear images.

B. Stereo Correspondence

In many stereo vision applications, such as automotive depth
sensing [7], a stereo approach must be chosen that is a trade-
off between accuracy and real-time performance. Of late, the
KITTI stereo benchmark (2015) [29] provides a leaderboard
for contemporary state of the art in stereo correspondence
approaches with testing performed on challenging outdoor
scene environments. In recent years, deep learning based stereo
correspondence algorithms, [30], [22], have dominated the this
benchmark.

Within this study, PSMNet [22] is identified as a represen-
tative deep learning based approach due to a favourable trade-
off between accuracy and real-time performance within the
KITTI benchmark [29]. In addition, the seminal Semi-Global
Block Matching (SGBM) [21] approach is selected in order
to facilitate direct comparison to the previous omnidirectional
stereo work of Lin et al. [1] and due to its widespread use in
real-time automotive sensing applications [7], [10], [31].

C. Omnidirectional Stereo

Contemporary work addressing calibration explicitly within
an overall omnidirectional stereo approach is generally sparse
within the literature [15], [1], [13], [14].

Earlier work by Ma et al. [15] uses the spherical camera
of [26], resulting in stereo disparity maps that ”look a little
messy”[15]. This work is subsequently built on by Lin et al.
[1] using the general spherical camera model of Mei et al.
[19] to again present stereo disparity of variable qualitative
appearance.

Goa and Shen [13] use a dual fish-eye lens stereo config-
uration similar to that used here but use a lens-specific fish-
eye camera calibration method that is reliant on manufacturer
data for the optical lens characteristics in order to assist with
the intrinsic calibration and hence develop an online self-
calibration approach for extrinsic parameter estimation.

Won et al. [14] propose an end-to-end deep neural network
approach for omnidirectional stereo depth estimation that itself
implicitly encompasses the intrinsic and extrinsic camera cali-
bration steps. This approach extracts features from four orthog-
onal fish-eye camera views and uses spherical sweeping and
cost volume aggregation to produce omnidirectional disparity
maps. Related end-to-end deep-learning enabled approaches
have also been proposed by [32], [33], [34], [35] but again do
not explicitly address calibration in the traditional sense.

III. METHODOLOGY

By contrast to prior work, here we present a methodology that
explicitly addresses the issue of calibration within omnidirec-
tional stereo and its impact on stereo depth accuracy.



A. Camera Configuration

Our camera configuration is a variant of that used by Lin et
al. [1] and similarly uses a top-to-bottom (North-South) ver-
tical camera mounting solution. However, to afford improved
camera stability (and also accessibility in practical terms) the
vertical baseline is shortened compared to that of Lin et al.
[1] and a horizontal offset component between the cameras
is introduced. The arrangement maintains the camera blind
spots in areas of no interest whilst improving stability of the
resultant shorter height rig for on-vehicle mounting (Fig. 1).
To compensate for this horizontal offset, the camera images
are rotated to create a single vertical stereo system along a
diagonal baseline between the camera optical centres (Fig. 1).

Our configuration uses two Ricoh Theta S cameras [27]
interfaced via USB 3.0 to a Intel Core i7-6700HQ 2.60GHz
CPU / NVidia GeForce GTX 970M GPU. Each camera
consists of two fish-eye lenses with a (≈ 190◦× ≈ 190◦)
FoV that combine to provide 360◦ omnidirectional scene
coverage per camera via one 640 × 640 image per camera
lens. Following the notation of [1], cameras will be denoted
as North-Front (Nfront), North-Back (Nback), South-Front
(Sfront), and South-Back (Sback) (Fig. 1).

B. Spherical Camera Calibration

Conventional stereo configurations use two cameras, {L,R}
modelled using the pinhole camera model [36]. A point
X = (X,Y, Z)T in the world coordinate system is projected
to a point x on the image plane. Stereo correspondence ap-
proaches (Section II-B) then identify feature matches between
corresponding points in the two image planes, from which
subsequent triangulation enables the estimation of scene depth,
Z. Within this formulation, epipolar geometry is used to
constrain corresponding feature locations (i.e. pixels) to the
same vertical position (i.e. row) in the image, hence reducing
the correspondence search space significantly and is expressed
mathematically as:

xT
LFxR = 0 , (1)

where xL and xR are projections of the same world point, X,
onto the left and right image planes whilst the fundamental
matrix, F, denotes the geometric relationship between these
two image planes. The fundamental matrix encapsulates both
the intrinsic (camera projection matrix, K) and extrinsic
(essential matrix, E) parameters of a given stereo configuration
[36] in addition to the radial and tangential lens distortion
coefficients, D, which are recovered during camera calibration
[25].

Contemporary dense stereo correspondence approaches
(Section II-B) rely upon this epipolar constraint to facilitate
image rectification under the pinhole camera model such that
feature correspondences will occur along corresponding image
rows in rectified stereo images.

However, within spherical images the epipolar lines instead
appear as conics around the image centre and limit the use
of epipolar geometry to similarly constrain feature correspon-
dence in this way. If unaddressed, this in turn precludes the

use of contemporary stereo correspondence approaches on
spherical images.

To overcome this issue, spherical images must first be
transformed such that their epipolar lines no longer appear
as conics and regular image rectification can be performed to
provide row-wise feature correspondences. We investigate two
such image calibration methods to address this (Sections B.1
/ B.2), as a conduit to onward stereo depth recovery (Section
III-C).

B.1 Longitude-Latitude Projection (Mei-Rives):

Within the spherical camera model proposed by Mei and Rives
[19], points are projected onto a spherical surface centred
around the camera centre. Firstly, a point X = (X,Y, Z)T

is projected onto a unit sphere by:

Xs =
X

∥X∥
. (2)

This point is then transformed to a new reference frame
centred at Cp = (0, 0, ξ)T as X = (X,Y, Z + ξ)T . The
parameter ξ is used to model the difference between the
model and real camera centres. This point is then projected
to the point m on the normalised plane with coordinates
m = ( X

Z+ξ ,
Y

Z+ξ , 1)
T . Finally, a generalised camera matrix

K is used to project the point m from the normalised plane
to the image plane. K is defined as:

K =

 f1η f1ηα u0

0 f2η v0
0 0 1

 , (3)

where (u0, v0) are the coordinates of the principal point P, f1
and f2 are the focal lengths in pixels, α is the skew and η is
dependant on lens geometry [19]. Using the approach of [19],
radial and tangential lens distortions are corrected by applying
a final undistortion, D = (k1, k2, p1, p2), where k and p are
radial and tangential distortion coefficients respectively.
Li [26] proposed that a longitude-latitude projection could
be used to transform spherical images, transforming conic
epipolar lines to straight lines as desired. A longitude-latitude
projection is defined as:

u = fsθ ,
v = fsϕ ,

(4)

where θ and ϕ are the polar and azimuth angles if the two
epipoles in the spherical image are defined as two poles of
the coordinate system. As noted by Li [26] when first propos-
ing the use of longitude-latitude projections for transforming
spherical images, this approach produces regions near the
epipoles where the error in estimated depth becomes large.
The epipole is the point at which the baseline intersects the
spherical image plane. After the longitude-latitude projection
is performed on a spherical image, the epipoles are placed at
the vertical edges of the image.



We use the same technique as [1] to implement the longitude-
latitude projection such that the projection matrix is defined:

[P ] =


|u|
θu

0 0

0 |v|
ϕv

0

0 0 1

 , (5)

where |u| is the image width, |v| is the image height, θu is the
horizontal FoV of the camera and ϕv is the vertical FoV. For
our Ricoh Theta S cameras (Section III-A), θu = ϕv = 19

18π
rad and |u| = |v| = 640 pixels, giving the radius of spherical
camera model fs ≈ 193 px/rad in Eqn. (4) and Eqn. (9).

B.2 Perspective Undistortion (Scaramuzza-Urban):

The work of Scaramuzza et al. [20], with subsequent re-
finement by Urban et al. [28], allows spherical cameras to
be treated as conventional pinhole cameras with rectilinear
image planes by proposing that a Taylor series can be used
to approximate a mapping function to project spherical to
rectilinear images. A 2D image point m = [u, v]T can be
mapped to its corresponding scene point Xc = [Xc, Yc, Zc]

T

in the camera coordinate system through an imaging function,
g():

Xc = λg(m) = λ(u, v, f(ρ))T , (6)

with λ > 0 and ρ =
√
u2 + v2 as the radial Euclidean distance

to the image centre. Instead of defining a specific mapping
function g(), [20] instead approximated it with a Taylor series:

f(ρ) = a0 + a2ρ
2 + · · ·+ anρ

n . (7)

This imaging function transforms the image to a rectilinear
geometry such that the epipolar lines are now straight, and
thus contemporary dense stereo correspondence approaches
can be applied to the stereo image pair. However, to represent a
hemispherical view using a perspective projection, an infinitely
large image is required, which results in this imaging function
limiting the FoV of the omnidirectional camera to less than
180◦.
The Taylor series coefficients from Eqn. (7) are used to
create lookup tables for applying the resultant perspective
undistortion. When performing the undistortion step, a scale
factor must be chosen [20]. The scale factor alters the distance
between the undistorted image plane and the camera centre.
This causes the scale factor to act akin to a change in focal
length (i.e. zoom) that alters the camera FoV slightly, as shown
in Fig. 2. The largest possible FoV available after this trans-
formation step is desirable to make the stereo configuration as
effective as possible in terms of retaining near omnidirectional
scene coverage. However, this introduces a significant loss
of detail from the centre of the source image and practically
makes stereo calibration with a conventional calibration target
difficult (Fig. 2).
To partially address this issue, our output image resolution
is increased by a factor of two (i.e. 1280 × 1280 from
640 × 640 resolution) in order to minimise the loss of detail
suffered. The perspective undistortion is then applied to these
padded images, which facilitate greater detail retention in the

Source Image SF = 2.5 SF = 5.0 SF = 7.5

Fig. 2: Exemplar impact of differing scale factors (SF)
used during perspective undistortion of spherical images via
Scaramuzza-Urban.

centre of the image via this increased pixel sampling to thus
accommodate a wider FoV. In practice, a scale factor = 5.0
is empirically found to produce optimal results in terms of
this trade-off, and offers only a marginal reduction from a full
180◦ FoV for a single camera view (Fig. 2).

C. Stereo Depth Estimation

Post calibration (Section III-B), stereo disparity is first ob-
tained using three variant estimation approaches: Semi-Global
Block Matching (SGBM) [21]; SGBM with Weighted Least
Squares filtering (SGBM-WLS); and PSMNet [22].
SGBM enables ease of comparison with the previous omni-
directional stereo work of Lin et al. [1] with our implemen-
tation using the Birchfield-Tomasi sub-pixel metric [37] and
additional post-processing steps including uniqueness checks,
speckle filtering and quadratic interpolation.
SGBM-WLS additionally filters disparity maps from SGBM
using a Weighted Least Squares (WLS) filter in the form of
a Fast Global Smoother [38] (parameters used: λ = 800, σ =
1.2). All additional SGBM and SGBM-WLS parameters match
those used in [39] within the KITTI benchmark [29].
We use the original pre-trained PSMNet model [22], trained
on the KITTI benchmark dataset [29] and crop images from
1280×1280 to 1280×400 for the Scaramuzza-Urban method
results due to GPU RAM limitations.
From stereo disparity, calculating scene depth, Z, for a conven-
tional stereo configuration is performed via the simple relation:

Z =
bf

d
, (8)

where Z is the depth, b is the baseline distance between the
camera left/right image pair, f is the camera focal length,
and d is the disparity, d = ul − ur, calculated via one
of the aforementioned disparity estimation approaches from
corresponding pixel positions, ul and ur, in the left and right
images.
By contrast, calculating depth from disparity for a spherical
camera stereo configuration is more complex with a full
derivation presented in [1]. In summary, for our vertical spher-
ical stereo camera configuration (Section III-A) the distance,
ρN , can be calculated with reference to the centre of the North
camera, Ni for i ∈ {Front,Back}, as:

ρN = b
sin (vS/fs)

sin (d/fs)
, (9)



where vS is the vertical pixel coordinate in the South camera
image and both d and fs are defined as the vertical disparity
and radius of the spherical camera model as set out in [1].
Subsequent conversion to depth, Z, is then performed via:

Z = ρN sin(ϕN ) cos(θN ) (10)

where {θN , ϕN , ρN} are the polar coordinates of our 3D point,
X, with respect to the North camera following [1].

D. Experimental Setup
Calibration via the Mei and Rives [19] approach (henceforth
denoted as Mei-Rives) as well as the Scaramuzza et al. [20]
calibration approach, inclusive of the refinements of Urban
et al. [28], (henceforth denoted as Scaramuzza-Urban) is
performed using a planar 8 × 6 chessboard (grid separation
size: 80.8 × 80.8mm) to collect a total of 150 image pairs
for each of the front and back camera pairs from which 50%
are randomly selected for use in the calibration optimisation
process1. Chessboard patterns are automatically detected using
corner detection to sub-pixel accuracy [40], [41] as per [1].
Mei-Rives: is performed using the implementation of [40],
which extends the work of Zhang [25] based upon [42], to
obtain the spherical and extrinsic camera parameters.
Scaramuzza-Urban: is performed using the implementation
of [43], to obtain the coefficients for the Taylor series that
describes the imaging function of Eqn. (7). Stereo calibration
is then performed on the rectilinear images obtained (see
example in Fig. 3, lower centre column) using standard
camera calibration [44], [25] to obtain intrinsic and extrinsic
parameters.
For both approaches, due to numerical instability in the
Levenberg–Marquardt optimisation, optimal stereo calibration
is achieved via multiple optimisation runs with differing
termination criteria (i.e. # iterations, ϵ change in parameters).
The final calibration results are selected based on the lowest
RMS error (Table I) with a secondary qualitative check of
post-rectification vertical alignment.
Resultant stereo depth sensing accuracy is measured, for each
of Mei-Rives [19] and Scaramuzza-Urban [20], [28], using a
planar target at a known distance from the cameras. Two sets
of images pairs with the target, spanning the camera FoV, at
3 metre and 2 metre distances are captured containing 67 and
75 images pairs respectively1.
Post calibration, disparity is recovered using each of SGBM,
SGBM-WLS, and PSMNet from which stereo depth is then
calculated (Section III-C). The four corners of the planar
target are then identified within the resulting stereo depth
map and the mean depth across the interior region of the
target calculated in addition to the centre position of the target
relative to the image centre.

IV. RESULTS & DISCUSSION

We present our results in terms of the numerical calibration
accuracy obtained for stereo calibration via each of the Mei-
Rives and Scaramuzza-Urban approaches (Section IV-A) and

1Supporting dataset release: http://doi.org/10.15128/r13197xm075.

Mei-Rives Method

Scaramuzza-Urban Method

Fig. 3: Spherical camera images before (left) and after rec-
tification with each of the approaches (middle) and resulting
stereo disparity from SGBM-WLS (right).

Calibration
Method

Mean
Reprojection

Error

RMS
Reprojection

Error

Mei-Rives 0.135 0.182
Scaramuzza-Urban 0.557 0.580

TABLE I: Stereo calibration results using the Mei-Rives and
Scaramuzza-Urban Methods. Reprojection errors and RMS
values are averaged across the four cameras.

subsequently the impact on stereo depth accuracy for each
calibration approach (Section IV-B) with subsequent additional
discussion in Section (Section IV-C).

A. Calibration Accuracy

Table I presents the mean absolute reprojection error and Root
Mean Squared (RMS) reprojection error results calculated
from the stereo calibration performed on imagery with either
of the Mei-Rives or Scaramuzza-Urban calibration methods
applied. It can be observed that the errors for the Mei-Rives
are significantly lower than those achieved for the Scaramuzza-
Urban method (Table I). On this basis alone, it would appear
that the Mei-Rives approach is likely to result in lower
disparity estimation errors than Scaramuzza-Urban and hence
offer superior stereo depth accuracy.

B. Stereo Depth Accuracy

Following the experimental setup of Section III-D, we present
the absolute error in stereo depth, for results obtained on either
of the Mei-Rives or Scaramuzza-Urban calibration methods,
as a function of the distance from the image centre (Fig. 4) for
the 2 and 3 metre target placement experiments respectively.
To ensure a fair comparison, a total of 8 image pairs are
removed from the 3m image set as the target was not visible
in the reduced FoV of the Scaramuzza-Urban approach. It

http://doi.org/10.15128/r13197xm075


Fig. 4: Absolute Depth Error (metres, m) vs. Normalized
Horizontal Distance to Image Centre on the 2 metre (upper)
and 3 metre (lower) experimental image sets. Distance to
image centre is normalized by the half the image width.

can be observed that whilst the resultant depth error for the
Scaramuzza-Urban method remains stable (Fig. 4), the depth
error for the Mei-Rives method increases significantly as a
function of the distance from the centre of the image (towards
the epipoles). This trend is repeated for all of the stereo
disparity estimation approaches used (SGBM, SGBM-WLS,
PSMNet; Fig. 4).
Further qualitative analysis is provided via Fig. 5 where
the line of best fit obtained from depth error measurements
obtained using each approach with SGBM-WLS in Fig. 4
(lower), is overlain onto the corresponding disparity map.
This illustrates how depth accuracy varies significantly across
the camera FoV when using a spherical camera model with
a longitude-latitude projection (Mei-Rives, Fig. 5 left). The
original spherical camera images, resultant rectification via
equirectangular projection and resulting stereo disparity cor-
responding to the stereo error visualisation of Fig. 5 are
additionally shown in Fig. 3.
As an ancillary result, with reference to our stereo config-
uration (Section III-A), processing throughput for the Mei-
Rives/SGBM method combination can achieve 14.4 fps (out-
performing [1]) whilst Scaramuzza-Urban/SGBM can only
achieve 5.8 fps (matching [1]).

C. Discussion

Whilst the numerical calibration error for the Mei-Rives
method is tolerable (Table I), the instability of depth error
across the stereo FoV shown in Fig. 4 is too significant
for practical omnidirectional stereo sensing based on this
approach.
This phenomenon is entirely attributable to points appearing
close to the epipoles within a stereo formulation of the Mei-
Rives spherical camera model as previously identified in the

original work of [26]. Such a high level of inaccuracy towards
the edges of the images (i.e. > 1 metre at 50-60% of distance
from centre to image edge) means that although the use of a
fish-eye lens and the Mei-Rives spherical camera model allows
for stereo disparity information to be calculated for a large
FoV in a omnidirectional manner, a significant portion of the
generated disparity map is effectively useless.
By contrast, although similarly tolerable, the higher numerical
calibration error for the Scaramuzza-Urban method (Table I)
instead translates to a stable depth error across the stereo FoV
shown in Fig. 4.
Although the Mei-Rives method offers both higher throughput
and a greater FoV owing to its inherent projection model, it
is clear that the Scaramuzza-Urban method results in a more
viable omndirectional stereo sensing solution.

Fig. 5: Absolute Depth Error (m) overlain onto disparity
maps generated using Mei-Rives (left) and Scaramuzza-Urban
(right) with SGBM-WLS stereo disparity estimation .

V. CONCLUSION

Our work constructs a bi-polar omnidirectional stereo camera
configuration using consumer-grade hardware, extending the
work of [1] in terms of practicality and processing perfor-
mance, as the basis for studying the impact of calibration on
the resultant stereo depth accuracy.
Two calibration approaches are investigated, that vary in terms
of the camera model used for equirectangular projection to
a rectilinear image composition. We investigate the work
of Mei and Rives [19] (Mei-Rives), that uses a spherical
camera calibration model combined with a longitude-latitude
projection, and compare this to the work of Scaramuzza et
al. [20] / Urban et al. [28] (Scaramuzza-Urban), that uses a
perspective undistortion with a conventional pinhole camera
model.
Over multiple experiments and with multiple stereo disparity
estimation approaches, we show that the Mei-Rives [19]
approach results in significant stereo depth error at large angles
from the optical axis whilst the Scaramuzza-Urban [20], [28]
approach offer significantly improved depth accuracy at large
angles from the optical axis and hence more stable depth
recovery across an omnidirectional FoV.
Future work will investigate the use of auxiliary sensors within
an extended omnidirectional stereo accuracy evaluation in
addition to the use of targetless calibration approaches.
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