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Abstract. Autonomous flight within a forest canopy represents a key
challenge for generalised scene understanding on-board a future Un-
manned Aerial Vehicle (UAV) platforms. Here we present an approach
for automatic trail navigation within such an unstructured environment
that successfully generalises across differing image resolutions - allowing
UAV with varying sensor payload capabilities to operate equally in such
challenging environmental conditions. Specifically, this work presents an
optimised deep neural network architecture, capable of state-of-the-art
performance across varying resolution aerial UAV imagery, that improves
forest trail detection for UAV guidance even when using significantly low
resolution images that are representative of low-cost search and rescue
capable UAV platforms.
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1 Introduction

Challenging activities such as Search and Rescue (SaR) missions [14], visual
exploration of disaster areas [2,1] aerial reconnaissance and surveillance [13,6],
assessment of forest structure or riverscape [4,12,10] have one thing common:
an unstructured environment within which a Unarmed Aerial Vehicle (UAV)
could be deployed for autonomous navigation. In most scenarios UAV are man-
ually controlled and it is the pilot who defines and navigates the flight. Growing
interest in solving this challenge has motivated researchers to investigate the
use of Deep Neural Networks (DNN) to identify trail images for UAV navi-
gation. Within such unstructured environments, a trail represents an existing
loosely defined navigation pathway (thoroughfare) used by humans and animals
that have transited the environment previously. As such, trails tend to facilitate
semi-efficient point-to-point transit routes with lesser obstacle occurrence, hence
making them key elements of any effective autonomous navigation in these envi-
ronments. However, in order to train such a DNN for the trail navigation task,
a large volume of labelled data is required, which is challenging to obtain due to
the nature of the target task in hand (i.e. sub-canopy UAV operation).

Creative ways to address this data colection issue include gathering data with
a head-mounted rig [7], a wide-baseline rig [15], flying the UAV into obstacles
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[5] and the use of simulated environments [11,9]. Under any such situation, the
generalisation of the resulting DNN model remains constrained due to the fact
that only one domain have being used in training.

The data gathered from multiple mounted cameras often entails a high level
of discrepancy in illumination between images as we can observe from an im-
age triplet retrieved simultaneously during data gathering of the IDSIA dataset
(Figure 1). When comparing the three images from the top row (Figure 1), we
can observe that the forward camera tends to capture a much clearer view of
the trail, with better illumination than the sideways camera. A similar pattern
is also observed on the bottom row and although varied illumination conditions
may facilitate the distinction from the left and right images to the center it is
not an accurate representation of the real environment experienced by an UAV
in flight (Figure 1). Additionally, the features characterizing a trail are typically
present in the triplet set with the only discrepancy being the extent of sideways
vegetation/obstacle that is found in each image ( illustrated by Figure 1). As a
result, for a classification problem we observe that any DNN is essentially only
learning how to identify where the UAV is positioned within the environment as
opposed to finding the position of the trail (Figure 1).

Fig. 1. Example from the IDSIA dataset [7] of varied luminance condition often present
when using multiple mounted cameras for image data collection within the forest
canopy.

In this scenario the steering decision is usually made by identifying wherever
the UAV is flying too close to the vegetation/obstacles which are commonly
found on the left or right side of the trail. Based on this information the UAV
position can be adjusted by calculating the turning angle [7,15], which tends to
lead to a new orientation (of the UAV) towards the center of the trail.

By contrast to early work of [7,15,5] that use a multiple camera approach,
our work demonstrates that the same trail direction required for automous UAV
navigation can be acquired by using imagery gathered by a single forward-facing
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